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ABSTRACT 

	 The shape and size dependent melting thermodynamics of metallic nanoparticles are 
predicted by application of bond theory model, free of any adjustable parameter. Thermodynamic 
properties like Debye frequency, Curie temperature, melting entropy and enthalpy of Al, Sn, In, Cu, 
β-Fe and Fe3O4 for spherical and non spherical shapes nanoparticles with different size have been 
studied. In this model, the effects of relaxation factor for the low dimension solids are considered. 
The depression in Debye frequency, Curie temperature, melting entropy and enthalpy is predicted. 
The model predictions are supported by the available experimental and simulation results. 

Keywords: Bond Theory, Cohesive Energy, Melting Thermodynamics, 
 Curie Temperature, Nanoparticles.

INTRODUCTION

	 The physico chemical properties of the 
nanosolids are a function of its shape and size. 
Nanoparticles with diameter varying from a few 
nanometers to several hundreds of nanometers are 
of great interest for many technological purposes and 
primary research due to their very special physical 
and chemical properties, which are unlike from its 
bulk counterparts1-3. The surface energy of materials 
is a fundamentally important thermodynamic 
quantity to characterize the surface effect such as 
crystal growth, surface faceting, growth and stability 

of thin films, etc.4. Thermodynamic properties such 
as melting, surface melting, superheating, cohesive 
energy, specific heat capacity of nanomaterials 
also differ from those of corresponding bulk 
materials due to surface effects5-10. It is known that 
the melting temperature depression results from 
the high surface-to-volume ratio, and the surface 
substantially affects the interior bulk properties of 
these materials. Many theories have been discussed 
to explain the size dependent melting temperature 
like liquid drop model and Jiang’s model11-12. The 
variation of cohesive energy, Debye temperature, 
specific heat and energy band gap is studied for the 
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polyhedral shapes of nanosolids13-14. The melting 
temperature, Debye temperature are found to 
decrease as the particle size is reduced, however 
the band gap and the specific heat capacity are 
found to increase with decrease in particle size14. 
Neha et al.,15 derived a model to analyze the vacancy 
formation energy of size and shape dependent 
nanoparticle and predicted that as particle size 
reduces the vacancy formation energy increases. 
Experimental Research are carried out on size- 
and shape-dependent thermodynamic properties 
of the actual melting Process of Nanoparticles16. 
By chemical reduction methods, Ag nanospheres, 
nanowires, and nanotubes with different sizes were 
prepared; and differential scanning calorimetry was 
employed to determine the melting temperature, the 
melting enthalpy and the melting entropy, and it is 
investigated that melting thermodynamic properties 
decrease with the particle size decrease16.  Guisbiers 
et al.,17 calculated the melting enthalpy by adopting 
top down approach using classical thermodynamics 
to study the size and shape effects of nanostructured 
materials. It is reported that, particularly for size 
lower than 10 nm, size and shape effect on melting 
entropy. Based on Mott’s equation a physical model 
for size dependent melting enthalpy and entropy 
of Sn and Al nanocrystals are developed18, and 
shown the reduced entropy with size. A unified 
analytical model about the size dependent elastic 
modulus and vibration frequency of Cu, Ag, Si and 
TiO2 nanocrystalline metals, ceramics and nano 
scale semiconductors is explained based on the 
inherent strain and the binding energy change of 
nanocrystals19. It has been registered that when 
the size reduces to nanoscale, ferromagnetic solids 
may exhibit lower Curie temperature20. Based on 
cohesive energy, Fei et al.,20 reported the size and 
shape effects on Curie temperature of ferromagnetic 
nanoparticles. 

	 In the latest decade, nanosolids have 
acknowledged more attention because of their 
special properties. All these developed theories and 
experimental facts are substantial to understand the 
nature of thermodynamic properties of nanosolids 
from several prospective. However, another important 
aspects of nanomaterials are shape and relaxation 
factor, which have not been enough attention to know 
the thermodynamic properties of nanomaterials. To 
understand the important role of shape, relaxation 

factor and bond energy, it is essential to study the 
bond energy model of nanomaterials.

	 In this paper, a qualitative unified model free 
from any adjustable parameter to study the Debye 
frequency, Curie temperature, melting entropy and 
enthalpy for the size and shape dependent of the 
low dimension nanosolids is established based on 
number of bonds, relaxation factor and bond energy. 
The predictions of the theory for the depression of 
the Debye frequency, Curie temperature, melting 
entropy and enthalpy agree well with the results of 
molecular dynamics simulations and the available 
experimental data. 

Theoretical formulation
	 It is registered21 that the distance between 
the surface atoms and the nearest interior atoms of 
solids is larger than the distance between the interior 
atoms. Meaning that, less than half of the volume 
of each surface atom is in the lattice, therefore 
more than half of the bonds of surface atoms are 
dangling bonds. The cohesive energy of the metallic 
nanoparticles is the sum of the bond energy of all 
the atoms. It is well known that the cohesive energy 
is an important factor to calculate the metallic bond, 
which equals to the energy that can divide the metal 
into isolated atoms by destroying all metallic bonds. 
The metallic bonds of each atom equal to the sum 
of interaction energies between the atom and the 
other atoms. In other words, each interior atom forms 
bonds with the surrounding atoms. The cohesive 
energy of a metallic crystal in any shape can be 
written as22.  

	
(1)

	 Where, Ebond   is the bond energy and  b  is 
the number of bonds as every interior atom creates 
bonds with the surrounding atoms. The factor ½ is 
due to that each bond belongs to two atoms. 
On simplification, Eq. (1) may be written as 
 						    

	 (2)

	 Where  Ecoh(∝)=nbbond/ 2 and c is the shape 
factor, which is defined as the ratio of surface area 
of the particle in any shape to the surface area of 
spherical nanoparticle for the same volume23

	 (3)
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	 Where S is the surface area of the spherical 
nanoparticle with radius R and is given as S=4pR2. 
Here  S1 is the surface area of the nanoparticle in any 
shape, whose volume is the same as the spherical 
nanoparticle.

	 Regarding the atoms of the nanoparticle 
are ideal spheres with radius r then the contribution 
to the particle surface area of each surface atom is 
pr2. The number of surface atom N is defined as the 
ratio of particle surface area to pr2. It is expressed 
as N=S1/ pr2.

On substitution, it can be written as: 
 						    

	 (4)

	 Since the volume of the nanoparticle is 
same as the volume of the spherical nanoparticle, 
therefore the number of total atoms n of the 
nanoparticle is the ratio of the particle volume to the 
atomic volume, which may be written as:
 						    

	 (5)

From Eqs. (4) and (5), it may be written as 
 		
 						    

			   (6)
						    
				   	
	 According to the bond energy model, the 
cohesive energy of nanoparticles is the summation 
of contribution of inner shell and outer shell atoms24, 
which are defined as:   						    

	 (7)

	 Where,  is the relaxation factor and it is 
defined as the ratio between the dangling bonds and 
the total bond of the atoms.  In the low dimension 
of nanosolids, the different position of atoms are 
discussed24-25 and reported the value of relaxation 
factor may have the following 0, ¼, ½, and ¾. Thus, 
the relaxation factor is in the range of  0 ≤ g < 1.  
Hence, Eq. (7) may be written as

	 (8)
 

	 (9)

	 (10)

	 When, g =3/4, our Eq. (7) is same as Eq. 
(10), and for  g = 1/4,1/2 we get the Eqs. (8) and (9).   
It is reported that the cohesive energy has a linear 
relation with the melting temperature of the solids26 
which is expressed as: 
 						    

	 (11)

	 Therefore, the size and shape dependent 
melting temperature of nanomaterials should follow 
the similar relation given as
 						    

	 (12)
 						    

	 (13)
 						    

		  (14)

	 For ferromagnetic nanomaterials, the Curie 
temperature is the critical temperature, which is 
determined by the spin-spin exchange interaction27. 
Based on a mean field approximation, the thermal 
vibration energy has a proportional relationship with 
temperature. The thermal vibration energy at curie 
temperature, required to disorder the exchange 
interaction is a measure of the atomic cohesive 
energy27. As a first order approximation, the curie 
temperature can be regarded directly proportional 
to the cohesive energy, which is read as
   						    

	 (15)
	
	 Thus, from Eq. (7) and (15), we may write 
Curie temperature of nanomaterials of different 
shapes as
 						    

	 (16)

	 According to the Lindemann’s melting 
criterion, which state that a crystal melts when the root 
mean square displacement of atoms exceeds a certain 
fraction of the interatomic distance in the crystal, is 
valid for small particles. The relationship between the 
melting temperature and the Debye temperature of the 
bulk material28 can be expressed as: 
 					     	

	 (17)

	 Where V is the volume per atom, and M is 
the molecular mass.
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	 Since the Debye temperature is linearly 
related to the Debye frequency29, thus from Eq. (7) 
and Eq. (17), the relationship for Debye frequency of 
nanomaterials with its corresponding bulk materials 
is derived as
 						    

	 (18)

	 Now, we derive the size and shape 
dependent relationship of melting entropy of 
nanomaterials. The entropy of melting is due 
to vibration and electronic contribution30. For 
nanoparticles the electronic contribution is very 
small. Thus the melting entropy is mainly due to 
vibrational in nature18. 

	 The vibrational entropy of melting of solid 
is related to the melting temperature as follow30 
 						    

	 (19)

	 Where C is a constant and R is a gas constant. 
Similarly, for nanoparticles it may be written as:
  						    

	 (20)

	 From Eqs. (19) and (20), the relationship 
of melting entropy of nanoparticle and its bulk 
counterpart is
 						    

	 (21)

Or,  						    

	 (22)

	 The relation between melting entropy and 
melting enthalpy of solids29 is given as 

Likewise, for nanoparticle, we can write
 						    

	 (23)

	 Thus from Eqs. (22) and (23), we get the 
relationship of melting enthalpy of nanomaterials as:
 				  

	 (24)

	 Eqs. (22) and (24) are the more general 
relation for the size and shape dependent melting 
entropy and enthalpy of nanomaterials. The value of 

N/n depends upon the shape of the nanocrystal and 
can be determined by simple geometry as appeared 
in Table 131.

	 Thus, from Eq. (22) and the expressions of 
N/n, we obtain the expression for melting entropy in 
spherical, tetrahedral, hexahedral, octahedral and 
film shapes, respectively as follows

	 (25)
 						    

	 (26)
 						    

	 (27)
 						    

	 (28)
 						    

	 (29)

	 Also, from Eq. (24), we achieve the 
expression for melting enthalpy in spherical, 
tetrahedral, hexahedral, octahedral and film shapes 
respectively are as follows

	 (30)

	 (31)

	 (32)

	 (33)
 

	 (34)

RESULTS AND DISCUSSION

	 The calculated results for size and shape 
dependent Curie temperature, Debye frequency, 
melting entropy and melting enthalpy, using model 
Eqs. (16), (18), (25), (26), (28), (29,) (30), (31), 
(33) and (34) are reported in Figs. 1-15. Input 
parameters required in calculations are given in 
Tables 1-217-18,31-36. To explain the phase stability 
of magnetic nanomaterials, Curie temperature is 
the most important physical property. Fig. 1 shows 
the findings of the of size and shape variation 
of the Curie temperature of Fe3O4 nanomaterial 
along with the experimental data37. It is reported 
that when the particle size is above 12 nm, the 
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effect of change in Curie temperature is moderate.  
However, when the size of the particle is less than 
12 nm, the variation of the Curie temperature 
is significant. On decreasing the size, the Curie 
temperature keeps on increasing. When the particle 
size is around 4 nm, the Curie temperature reduces 
from 860 K to 500 k in tetrahedral shape; for the 
octahedral, spherical and film shapes the effect is 
relatively less. It is also interesting to know that the 
shape of the ferromagnetic nanoparticles plays an 
important role on the Curie temperature variations 
with size, especially below the size range of  
12 nm. Furthermore, it is observed that the available 
experiment data37 are well located near to our 
predicted results in spherical shape as shown in 
Fig.1. It is clear from our predictions that Curie 

temperature is inversely proportional to the size of 
nanoparticle. The consistency of our findings with the 
available experimental data validates the success 
of our theory.  The decrement of Curie temperature 
is also supported by the theory that there exists the 
different degree of spin-spin interaction between the 
surface atoms and the inner atoms, which leads to 
the variation of the lattice vibration. As a result, it 
changes the Curie temperature of the ferromagnetic 
nanomaterials38.  But, in bulk materials, because of 
negligible fraction of surface atoms, the surface spin 
disorder is insignificant. On reducing the size, the 
ratio of surface atoms to the total atoms is increased; 
therefore, the effect of spin disorder becomes 
substantial and consequently decreases the Curie 
temperature of the ferromagnetic nanometals.

Table 1: N/n, Ratio of number of surface atoms N and total number of atoms n of 
polyhedron shapes of nanoparticles31 

Particle shape	 N	 n	 Edge length (a)	 N/n

Spherical	 2 24 /D d 	 3 3/D d 		  4 /d D

Tetrahedral	 2 24 3 /a dp 	 3 3(1/ 2) /a dp 	 1/32( 2) Rp 	 4 6 /d a

Hexahedral	 2 224 /a dp 	 3 36 /a dp 	 1/3(4 / 3)Rp 	 4 /d a
Octahedral	 2 28 3 /a dp 	 3 32 2 /a dp 	 1/3(4 / 2)Rp 	 2 6 /d a
Film	 -	 -	 -	 4 / 3d D

Table 2: Input parameters used in the calculations17,18,32-36 

Parameters	 Al	 Sn	 In	 Cu	 Fe	 Fe3O4

d(nm)	 0.3164	 0.3724	 0.324	 0.256	 0.248	 0.222
S(∞)J/mol/K	 9.6	 9.22	 6.75	 9.76	 6.82	 -
H(∞)kJ/mol	 10.7	 7.08	 3.283	 13.263	 -	 -

Fig. 1. Variations of size and shape dependent Curie 
temperature of Fe3O4 nanomaterial. The lines are model 

predictions based on Eq. (16) and green diamond symbols 
♦ are the experimental data37. The Curie temperature for the 

bulk material, TCurie (∞) is 860 K27.

	 The variation of Debye frequency ratio 
with particle size is calculated using Eq. (18) for 
β-Fe nanocrystal. It is evident from Fig. 2, that on 
decreasing particle size, Debye frequency ratio 
decreases. The variation of Debye frequency in 
spherical, octahedral, tetrahedral and film shaped of 
Fe nanomaterial is depicted in Fig. 2. It is noted that 
when the size is less than 12 nm, the shape effect is 
dominant. When the particle size range is more than 
12 nm, there is a slight change in Debye frequency. 
The graphical representation, which shows the 
decreasing behaviour of Debye frequency of 
nanoparticle depends upon the shape and size of the 
nanosoloids. The comparative variations of Debye 
frequency ratio of Fe nanosolids for the different 
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values of ( = 0.25, 0.5 and 0.75) are presented in 
Fig. 3.  It is reported that when the relaxation factor 
increases, the decrease in Debye frequency ratio 
increases sharp on decreasing the particle size. It 
supports the fact that on increasing relaxation factor, 
surface area increases, as a result Debye frequency 
decreases. 

entropy in tetrahedral shape is sharp in comparison 
to octahedral, spherical and film shapes. It is clear 
from the Fig. 4, when the particle size is less than 
15 nm, the melting entropy decreases rapidly with 
decrease in size of the nanocrystal. However, when 
the particle size is more than 15 nm, the effect is 
not noticeable. Fig. 5 shows the graphical depiction 
of melting entropy of Al nanomaterial in spherical 
shapes for the relaxation factor  = 0.25, 0.5 and 0.75, 
and it is disclosed that on decreasing particle size, 
the melting entropy for  = 0.75 decreased significantly 
around D < 10 nm in comparison to = .25 and 0.5.

Fig. 2. Variations of size and shape dependent Debye 
frequency ratio of β-Fe nanomaterial. The lines are model 

predictions based on Eq. (18)

Fig. 3. Variations of size and relaxation factor dependent 
Debye frequency ratio of β-Fe nanomaterial in spherical 
shape. The lines are model predictions based on Eq. (18)

	 We have extended the model theory to 
study the size and shape dependent melting entropy 
and enthalpy of Al, Sn, In and Cu, in the form of 
Eqs. (25), (26), (28), (29,) (30), (31), (33) and (34). 
Fig. 4 compares the model prediction with the 
available experimental data34 for melting entropy of Al 
nanosolid. The graphical representation shows that 
melting entropy decreases as the size decreases. 
The model projection is compared with the available 
experimental data in spherical shape and it is 
reported that our findings for spherical shape are 
consistent with the experimental observations34. The 
variations of melting entropy with size in tetrahedral, 
octahedral and film shapes are plotted in same 
graph for comparison purpose, and it is observed 
that as shape changes melting entropy also varies 
appreciably. The effect of decrease in melting 

Fig. 4. Variations of size and shape dependent melting 
entropy of Al nanomaterial. The lines are model predictions 

based on Eqs. (25), (26), (28) and (29); green diamond 
symbols ♦ are the experimental data34

Fig. 5. Variations of size and relaxation factor dependent 
melting entropy of Al nanomaterial in spherical shape. The 

lines are model predictions based on Eq. (25)

	 Melting entropy calculated by Eqs. (25), 
(26), (28) and (29) for Sn nanosolid is reported in 
Fig. 6 along with the available experimental data33. 
It is obvious from the graph that the trend of melting 
entropy with size is reliable with the experimental 
observations. It is found that when the size D < 15 
nm, the experimental values are in between of our 
findings for spherical and tetrahedral shapes. Above 
D >15 nm, there is small variation in entropy as size 
increases. It is also obvious that on changing shapes 
behaviour, the variation of entropy changes with size. 
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The change in entropy is minimum for film shape 
and maximum for tetrahedral shape at a particular 
size of the Sn nanomaterial.  Melting entropy of Sn 
nanosolid for different values of relaxation factor is 
shown in Fig. 7, and it is predicted that on decreasing 
particle size melting entropy decreases with the 
increase of relaxation factor.

the experimental observations40. It is very certain 
from our projections that the model predictions 
are consistent to the simulations results in case of 
spherical nanoparticles. The comparison behaviour 
of melting entropy in all shapes are shown in Fig. 10, 
it is noticed that when particle size less than 10 nm, 
more effects are observed in comparison to when 
size more than 10 nm. 

Fig. 6. Variations of size and shape dependent melting 
entropy of Sn nanomaterial. The lines are model 

predictions based on Eqs. (25), (26), (28) and (29); green 
diamond symbols ♦ are the experimental data33

Fig. 7. Variations of size and relaxation factor dependent 
melting entropy of Sn nanomaterial in spherical shape. The 

lines are model predictions based on Eq. (25)

	 Figure 8 presents the model predictions 
of Eqs. (25), (26), (28) and (29) along with the 
available experimental data for melting entropy of 
In nanosolid as a function of size.  As it is evident 
from the graph that when the size range is less than  
12 nm, melting entropy shows a big change 
with size. On the other hand, when size is more 
than 12 nm, a very small change is observed. 
As we see for the spherical nanosolids, the 
experimental observations39 are very close to our 
model predictions. It is also observed that the change 
depends upon the shape of the nanoparticles; for 
tetrahedral shape change is maximum and for film 
it is minimum; and for the rest in between them. The 
decreasing nature of melting entropy of Cu nanosolid 
with size is projected, as seen in Fig.10 along with 

Fig. 8. Variations of size and shape dependent melting 
entropy of In nanomaterial. The lines are model predictions 

based on Eqs. (25), (26), (28) and (29); green diamond 
symbols ♦ are the experimental data39

Fig. 9. Variations of size and relaxation factor dependent 
melting entropy of In nanomaterial in spherical shape. The 

lines are model predictions based on Eq. (25)

Fig. 10. Variations of size and shape dependent melting 
entropy of Cu nanomaterial. The lines are model 

predictions based on Eqs. (25), (26), (28) and (29); Star 
symbols ⁎  are the experimental data40
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	 Figures 11-14 show the predictions of 
melting enthalpy along with the experimental data 
[33-34, 39-40] with size and shape by using Eqs. 
(30), (31), (33) and (34). The melting enthalpy nature 
of Al nanosolid with decreasing size is projected 
in Fig 11. It is apparent that the calculated results 
from Eq. (30) for spherical nanosolid are very close 
to the available experimental data34 in spherical 
shape; specially, when the size is close to 20 nm 
and little deviation to octahedral shape on reducing 
size. The size and shape dependence of melting 
entropy of Sn nanomaterial is shown in Fig. 12 along 
with the experimental data33. However, we see the 
slight variation of enthalpy with the experimental 
values on lower size range, but the trend is more 

Fig. 11. Variations of size and shape dependent melting 
enthalpy of Al nanomaterial. The lines are model 

predictions based on Eqs. (30), (31), (33) and (34); Star 
symbols ⁎ are the experimental data34

Fig. 12. Variations of size and shape dependent melting 
enthalpy of Sn nanomaterial. The lines are model 

predictions based on Eqs. (30), (31), (33) and (34); Star 
symbols ⁎ are the experimental data33

Fig. 13. Variations of size and shape dependent melting 
enthalpy of In nanomaterial. The lines are model 

predictions based on Eqs. (30), (31), (33) and (34);  
Star symbols are the experimental data39.

Fig. 14. Variations of size and shape dependent melting 
enthalpy of Cu nanomaterial. The lines are model 

predictions based on Eqs. (30), (31), (33) and (34); green 
diamond symbols ♦ are the experimental data40

or less same. The variations of melting enthalpy of 
In and Cu nanosolids are projected in Figs. 13-14 
along with the available experimental data39-40. It is 
certain that as we decrease the size the melting 
enthalpy decreases. One can observe that the shape 
influences a lot in calculation of melting enthalpy. In 

case of tetrahedral shape, the maximum deviation is 
observed in comparison to octahedral, spherical and 
film shapes. The competitive behaviour of melting 
enthalpy of Cu nanometal  with relaxation factor   
g= 0.25, 0.5 and 0.75 is shown in Fig. 15. It is 
observed that on increasing the relaxation factor, the 
melting enthalpy decreases sharply on reducing the 
size of the nanomaterials. 

Fig. 15. Variations of size and relaxation factor dependent 
melting enthalpy of Cu nanomaterial in spherical shape. 

The lines are model predictions based on Eq. (30)
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CONCLUSION 

	 We proposed a simple model free from any 
adjustable parameter based on bond energy theory. 
In low dimension nanoscale solids, the relaxation 
factor is incorporated in our theory to calculate 
the Curie temperature, Debye frequency, melting 
entropy and the melting enthalpy of the nanosolids 
in different shapes such as spherical, octahedral, 
tetrahedral and film shapes. It is observed that 
all these effects are more appreciable when the 
particle size is less than around 15 nm. Moreover, 
it is observed that the effects of shape influence 
more when the size less than 15 nm. Also, is 
verified that on increasing relaxation factor, all these 

properties increase appreciable on decreasing 
size. In general, we have seen that with decreasing 
size, the relative significance of all these effects 
increases. The reasonable agreement between the 
model predictions and the available experimental 
and simulation results are found. Our model theory 
has potential applications for the scholars who are 
engaged in experimental research. 
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ABSTRACT 

 

Main objective of this paper is to determine the modulus of elasticity of fibre reinforced concrete with the 

addition of bottom ash .And also to determine the strength of concrete by using polyolefin and steel fibres. 

Pyrimidine derivatives have been of enormous interest due to their wide spectrum biological activity profile. Among 

pyrimidine derivatives, triazolopyrimidines have attracted significant attention from the bioactivity point of view. 

The present paper covers a brief report of approaches to newer bioactive triazolopyrimidine derivatives. 

Keywords: Pyrimidines, Triazolopyrimidines, Biological Activity 

 

I. INTRODUCTION 

 

Triazolopyrimidines have drawn much more 

attention of organic chemists for the development of 

related compounds in the medicinal field because of 

their structural similarity to the adenine and purine 

bases.  

 Development of new triazolopyrimidine structures 

has been of considerable interest due to their 

medicinal importance. 

The combination of a pyrimidine nucleus with 

triazolo ring to form triazolopyrimidine systems 

possibly take place in four non-identical modes, 

which lead to the formation of isomeric structures, 

and all of the isomers possess a nitrogen bridgehead. 

These four isomers are: 1,2,4-triazolo[1,5-

a]pyrimidine; 1,2,4-triazolo[1,5-c]pyrimidine; 1,2,4-

triazolo[4,3-a]pyrimidine; 1,2,4-triazolo[4,3-

c]pyrimidine. 

Several literature reports have described the 

preparation and biological evaluation of newer 

triazolopyrimidine derivatives [1, 2]. 

The present paper reports brief overview of 

approaches to development of newer 

triazolopyrimidines and their bioactivity profile. 

II. ADVANCES IN THE DEVELOPMENT OF 

TRIAZOLOPYRIMIDINES 

 

David, W. P. et al. have reported the structural 

modification of a previously known hit compound 

to design a potential traizolopyrimidine based 

antagonists of chemokine receptor [3].  

The triazolopyrimidine derivatives were 

optimized by introduction of various substituents at 

the different positions. 

The derivatives were then screened for their 

inhibition potential for chemokine receptor. The 

structure activity relationship was determined for 

introduction and alteration of various structural 

features.  

It was revealed that introduction of the 

triazolopyrimidine core enhanced the inhibition 

potential remarkably as compared to the hit 

compound.  

Also, the structural optimization resulted in better 

pharmacokinetic properties and made the 

derivatives orally available. The structurally 

optimized triazolopyrimidines possessed better 

drug-like properties.  
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One compound from the series bearing 

difluoroaryl modification displayed the highest 

antagonist potential. It also had less toxicity and 

good bioavailability profile.  

 

 
 

Ameen, A. A. et. al. have reported design, 

preparation and characterization of novel diversely 

substituted triazolopyrimidines [4]. The 

triazolopyrimidines were designed to have novel 

substitutions viz. imine, imide and thioamide 

functionalities.  

The newly developed triazolopyrimidines were 

screened for their antibacterial and antifungal 

activities. Five compounds from the series displayed 

superior antibacterial and antifungal activities as 

compared to the reference drugs. 

 

 
 

Triazolopyrimidines as novel carbonic anhydrase 

(CA) inhibitors were reported [5]. They have given 

the design and synthesis of new set of 

triazolopyrimidine based arylsulphonamides, which 

were evaluated for their potential to inhibit 

different forms of CA. 

The newly developed triazolopyrimidne based 

arylsulphonamides displayed good inhibition 

potential. 

Further, these compounds showed selective 

inhibition of CA form IX at very low concentrations 

of nanomolar level.  

Further, the docking studies were performed 

which displayed positive binding profile for the CA 

IX and X. 

 Chao-Nan, C. et al. have reported design and 

preparation of novel sulphonamide derivatives of 

triazolopyrimidine as AHAS inhibitors [6]. The 

derivatives were prepared by structural modification 

of known herbicide Flumetsulm.  

The newly developed trizolopyrimidines 

contained alkoxy group as replacement of alkyl 

group of the Flumetsulm. 

However, it was revealed that the new 

trizolopyrimidine derivative displayed less 

inhibition potential as compared to Flumetsulm. 

They performed various computational and binding 

profile studies and explained the reason behind the 

decline in the inhibition potential in vitro. 

On the contrary, the new triazolopyrimidine 

derivative displayed equivalent activity to 

Flumetsulm in vivo. The half-life of the new 

triazolopyrimidine derivative was lessened as 

compared to Flumetsulm. 

 Matthias, N. et al. have designed, synthesized and 

evaluated series of novel triazolopyrimidine 

compounds as agonists of CB receptor [7]. The novel 

triazolopyrimidine derivatives were designed from 

the structural modification of a previously reported 

lead compound.  

The newly developed triazolopyrimidines showed 

good potential as agonists. The newly developed 

triazolopyrimidines had better solubility and 

lipophilic profile as compared to the lead compound.  

The active compounds were further tested in 

different models to assess their CB agonism in order 

to reduce inflammation response in the kidney. One 

compound from the series showed good reduction in 

the inflammation response and also had desired oral 

availability.  
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Chao-Nan, C. et al. have reported design, 

preparation and biological evaluation of new 

triazolopyrimidines as herbicides [8]. The 

sulphonamide group bearing triazolopyrimidines 

were tested for their potential for the inhibition of 

acetolactate synthase.  

The sulphonamide bearing triazolopyrimidines 

displayed good inhibition against AHAS of Mouse-

ear cress. Few compounds displayed superior 

activity as compared to the reference herbicide.  

Further, studies by simulation showed that the 

carboxylate group displayed binding with the AHAS. 

One compound from the series particularly 

displayed wide spectrum activity in different assays. 

Probir et. al. has performed the docking and 

quantitative structure–activity relationship studies 

on previously reported triazolopyrimidine having 

the inhibition potential against DHODH [9].  

The quantitative structure activity relationships 

studies gave insights about different descriptors and 

properties relevant to activity of the compound. 

Further, binding profile of the compound with 

the enzyme was evaluated by the docking studies. It 

was revealed that the triazolopyrimidine bearing 2-

alkyl group was binding with the aminocarboxylic 

acid part and the aryl substitutent was binding with 

the lipophilic part of the enzyme.  

It was concluded based on the quantitative 

structure–activity relationship studies that newly 

developed triazolopyrimidine compounds can serve 

as the potential candidates for further developments 

in the therapeutic area. 

  Fei, Y. et al. The triazolopyrimidines were 

screened for their anti-viral activity [10]. 

These triazolopyrimidines were particularly tested 

for their inhibition potential of HIV-1 Tat–TAR 

using three different assays. The compounds 

displayed good inhibition in all the three assays.  

Further, docking studies were performed to assess 

the binding modes of the compounds. The findings 

of this study confirmed the experimental activity 

findings. 

 Said, A. S. et al. have reported design, preparation 

and characterization of novel triazolopyrimidine 

derivatives and screened for their antiepileptic, 

analgesic and anti-inflammatory potential [11].  

The newly developed triazolopyrimidine 

derivatives showed good anti-inflammatory activity. 

Some of the compounds showed superior anti-

inflammatory action as compared to three standard 

drugs.  

Also, the compounds had lower toxicity as 

compared to the standard drugs. Few compounds 

from the series displayed good inhibition of 

cyclooxygenase. 

Few compounds from the series displayed triple 

action as in anti-epileptic, analgesic and anti-

inflammatory activities which was superior than the 

used standard drugs. 

 Margaret, A. P. et al. have reported design, 

preparation, characterization and anti-malarial 

activity of novel triazolopyrimidine derivatives [12]. 

The triazolopyrimidine derivatives were specifically 

screened for their ability to inhibit DHODH of P. 

falciparum preferably over the enzyme present in 

human cells. 

The newly developed triazolopyrimidine were 

screened for the inhibition potential through high-

throughput screening method.  

One compound from the series displayed 

excellent inhibition potential at nano-molar 

concentration as well as preferable inhibition of 

DHODH of P. falciparum over the human enzyme. 
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 Edison, S. Z. et al. have explored systematic study 

of triazolopyrimidine derivatives antimycobacterial 

activity [13]. They have synthesized di-substituted 

triazolopyrimidines and screened them against M. 

tuberculosis. 

They have established structural activity 

relationships in which they identified the essential 

features for the activity from all the segments of the 

scaffolds individually.  

It was observed that presence of aryl ring at the 

carbon no. 5 and ethyl-chain as the connecting 

group at the carbon no. 7 were essential for good 

activity. Further, they also assessed their 

susceptibility to biotransformation and it was 

concluded that compounds were stable 

metabolically. 

 
Design and preparation of a prospective of new 

class of triazolopyrimidines containing pyrimidinyl 

fragment as inhibitors of acetylcholinesterase have 

been reported [14].  

The newly developed triazolopyrimidines were 

assessed for their inhibition potential in vitro and 

their activity was compared to the reference drug 

Donepezil. Three compounds from the series 

showed good inhibition potential with the low IC50 

value.  

Among them, one compound showed inhibition 

comparable to the reference drug. Virtual molecular 

simulation studies were also performed for the most 

active compound which confirmed the findings of 

the in vitro screening. The most active compound 

also did not display any toxicity.  

Sobhi, M. G. et al. have reported design, synthesis 

and characterization of novel bis-

triazolopyrimidines [15]. The bis-traizolopyrimidine 

derivatives were prepared by the reaction of bis-

thione derivative with hydrazonoyl halides.  

The structure-elucidation of the newly 

synthesized compounds was carried out using 

different spectroscopic methods. The new bis-

triazolopyrimidines present an interesting prospect 

for assessment of medicinal profile. 

The synthesis and anticancer evaluation of some 

new fused triazolopyrimidine derivatives have been 

reported by Ghada, S. H. et al. [16]. The compounds 

were screened for their anticancer activity using 

DNA-binding assay and other in vitro assays.  

These compounds were also tested in mice model. 

Structure activity relationships for 

triazolopyrimidines were established from the 

results of these assays and essential structural 

features for the anticancer activity were determined.  

It was concluded that presence of electron-

attracting substituents increased the anticancer 

potential in general. Further, morpholinyl and 

azophenyl fragments were found to be enhancing 

the activity. 

A new series of di- and tri-substituted 

triazolopyrimidines containing triazine ring have 

been designed and synthesized [17]. The triazine 

and the core scaffolds were joined using the 

piperazinyl group.  

The new trizolopyrimidines were screened for 

their inhibition potential against the cholinesterase. 

Out of the seventeen di- and tri-substituted 

triazolopyrimidines, nine compounds displayed good 

inhibition potential.  

Further, structure activity relationships were 

established and it was observed that di-substituted 

triazolopyrimidine derivatives exhibited higher 

inhibition potential in general as compared to the 

tri-substituted triazolopyrimidines.  

Two compounds from the series displayed highest 

inhibition potential with very low IC50 values less 

than 1 μM. Also, the most active compounds 

displayed twenty-eight times higher selectivity for 
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acetyl-ChE. Pharmacokinetics studies showed that 

compounds had higher degree of drug-likeness and 

ocking studies also confirmed the experimental 

findings. 

Margaret, A. P. et al. have reported the structural 

alteration of the previously reported 

triazolopyrimidine core bearing lead compound to 

develop better anti-malarial agents [18].  

The arylamine moiety of the lead compounds was 

replaced with other functional groups and the 

resulting analogues were studied for their anti-

malarial activity. 

The newly developed triazolopyrimidine 

derivatives were screened for their anti-malarial 

activity. One compound from the series was found 

to be highly active and was also found to be having 

better solubility as well as oral bioavailability than 

the lead compound.  

Further, the most active compound also displayed 

better efficiency in mice model for anti-malarial 

activity against the P. falciparum.  

Also, the compound showed good activity against 

P. vivax as well. The compound can be a promising 

target for the development of new anti-malarial 

agents. 

Jitendra, K. et al. have designed, synthesized and 

evaluated a series of triazolopyrimidine derivatives 

bearing quinoline scaffold as inhibitors of AChE and 

BuChE [19].  

An efficient synthetic protocol to access diversely 

substituted triazolopyrimidines bearing quinoline 

scaffold was developed.  

The newly synthesized triazolopyrimidines were 

screened for their inhibition potential against 

cholinesterases.  

The screening results revealed that while most of 

the compounds showed moderate to good inhibition 

of AChE but they were not equally active against 

BuchE.  

Three of the compounds displayed promising 

activities against AChE at very low concentrations. 

One compound showed good inhibition potential 

towards BuChE with twelve times more selectivity 

as compared to AChE.  

 

 
 

Sreekanth, K. et al. have reported novel 

triazolopyrimidine derivatives as potent inhibitors of 

DHODH [20]. The novel triazolopyrimidines were 

prepared by replacement of amine functional group 

from the previously reported active lead compound 

with the substituted-naphthyl or aminoindane 

groups.  

The structurally modified triazolopyrimidines 

were screened for their potential to inhibit DHODH 

in order to develop better anti-malarial agents.  

The results revealed that the replacement proved 

to be enhancing inhibition potential and selectivity 

of all compounds. Structure-activity relationships 

indicated that substituted-naphthyl group bearing 

derivatives showed higher inhibition as compared to 

the other groups bearing derivatives.  

The compounds were also screened in various 

models in mice and it was revealed that chloro 

substituted triazolopyrimidine derivatives had better 

oral efficiency. 

Asier et al. have reported design, preparation and 

characterization of novel substituted-aryl containing 

triazolopyrimidines [21]. The compounds were 

evaluated for their capability to inhibit replication 

of the virus responsible for the disease of 

Chikungunya. The compounds displayed selectivity 

of the inhibition for the virus. 

These new triazolopyrimidines were structurally 

modified at the position no. three of the aryl ring. 

The structurally optimized triazolopyrimidines were 
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screened for inhibitory activity in different cells and 

cell-systems.  

The compounds displayed promising inhibition 

potential with the low IC50 value with the 

micromolar concentration. Further, in silico 

pharmacokinetics was studied for the active 

compounds and their drug-likeness was determined 

by assessing various relevant parameters 

experimentally. 

 

III. ADVANCES IN DEVELOPMENT OF FUSED 

TRIAZOLOPYRIMIDINES 

 

Mehdi et al. have reported design, preparation 

and characterization of novel fused 

triazolopyrimidines [22]. The novel 

triazolopyrimidine derivatives were furnished by 

the reaction of pyrimidooxadiazines with 

hydrazinhydrate followed by treatment with 

different orthoformates in presence of ethanoic acid. 

The developed fused triazolopyrimidines were 

screened for their anticancer potential against three 

different cancer cell lines.  

Two compounds from the series were further 

screened for antiproliferative activity. The 

compounds can be important lead structure for the 

further structural modification and bioevaluation for 

the development of newer anticancer agents. 

 Fakher et al. have reported design, synthesis and 

characterization of some novel derivatives of 

pyrano- fused triazolopyrimidines [23]. The 

preparation was accomplished by the reaction 

between alkoxymethyleneaminopyran derivatives 

with hydrazinoamide derivatives.  

The structure elucidation was performed by 

elemental analysis as well as by different 

spectroscopic techniques.  

The newly developed triazolopyrimidines were 

tested for anti-mutagenicity in PQ 37strain of E. 

coli. The study of structure-activity relationships 

suggested that clear correlation between the 

antimutgenic acitivity and functional groups present 

on the triazolopyrimidine core could not be 

established.  

Takashi et al. have reported simple and facile 

preparation method for synthesis of fused 

triazolopyrimidine derivatives [24]. The preparation 

was accomplished by the reaction of acetylhydrazine 

derivatives and carboximidates. The preparation 

protocol was mild and furnished tricylic 

triazolopyrimidines in high yield and purity. 

The newly developed triazolopyrimidines were 

screened for their antagonist potential against the 

A3-type adenosine receptor. The fused tricylic 

triaozlopyrimidine derivatives displayed good 

antagonist activity and showed superior selectivity 

for the human A3-type receptor.  

 

IV.CONCLUSION 

 

Newer diversely functionalized triazolopyrimidine 

derivatives have exhibited excellent and wide 

spectrum bioactivity profile. The potent compounds 

can be considered as promising lead structures for 

further drug development and research. 
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Abstract– The consequences of swift heavy ion (SHI) irradiation (Li
3+

, 50 MeV, fluence = 5  10
13 

ions/cm
2
) on the Mössbauer 

signature and nuclear hyperfine interaction parameters of polycrystalline Y3+xFe5-xO12; x = 0.0, 0.2, 0.4 and 0.6 garnet system 

have been studied by means of 
57

Fe Mossbauer spectroscopy at 300 K. It is found that the formation of yttrium orthoferrite 

(YFeO3) phase for higher Y
3+

- concentration compositions can effectively be reversed by swift heavy ion irradiation. 

Mössbauer spectral analysis reveals the formation of central enhancement in the irradiated samples that indicates the formation 

of localized paramagnetic centers. Hyperfine parameters analysis throws light on the presence of two magnetic phases 

corresponding to the ferrimagnetic garnet phase and week ferromagnetic YFeO3 phase. The hyperfine interaction parameters of 

both the phases are highly influenced by SHII indicating a redistribution of cations and SHI induced formation of paramagnetic 

centers in the material. 

 

Keywords– yttrium iron garnet; swift heavy ion irradiation; Mossbauer spectroscopy 

 

I.    INTRODUCTION 

 

The iron Mossbauer spectroscopy is an important 

microscopic probe for ferrites to study the hyperfine 

interaction parameters, coexisting magnetic phases and to 

deduce unambiguously the distribution of Fe
3+

 -ions among 

the three antiferromagnetically coupled sublattices, 

tetrahedral (d-),octahedral (a-) and dodecahedral (c-) of the 

garnet structure. It is well known that when magnetic 

insulators are subjected to swift heavy ion irradiation (SHII), 

it leads to the creation of a wide variety of defect states in the 

materials [1] resulting in the modifications on their 

properties. Owing to the high sensitivity of superexchange 

interactions to any change in bond direction or length, the 

Mössbauer spectroscopy has been extensively used for the 

study of the SHI-induced modifications in the microstructure 

of spinel ferrites and garnets. The yttrium iron garnet: 

Y3Fe5O12 (YIG) has been found to be a relevant material for 

the purpose of irradiation because of its stability, well known 

magnetic properties and the possibility to find it in 

polycrystalline, single crystal or thin epitaxial film form [2]. 

However, the majority of the work available in the literature 

deals with irradiation effect on various properties of single 

crystal and thin films of YIG [2 - 5]. 

 We have earlier reported that substitution of Fe
3+

-

ions changes the magnetic properties of YIG system [6]. On 

the other hand, the influence of Y
3+

-ion substituted for Fe
3+ 

ion and swift heavy ion irradiation (50 MeV, Li
3+

 ion, 

fluence: 5  10
13

 ions/cm
2
) on structural, infrared spectral, 

bulk magnetic, electric and dielectric properties of the Y3-

xFe+xO12 garnet system have been studied earlier [7-12]. 

Relatively little is known regarding the effect of large (0.89 

Å), non – magnetic (0 B) Y
3+

 ions substitution for smaller 

(0.64 Å), highly magnetic (5 B) Fe
3+

 ions and SHI 

irradiation on hyperfine parameters and microscopic 

magnetic phase evolution of yttrium iron garnet (Y3Fe5O12) 

system by means of Mossbauer spectral analysis. 

 In introduction section, we discuss fundamentals of 

Mossbauer spectroscopy, swift heavy ion irradiation along 

with highlights of previous work done, while in experimental 

details section, description of synthesis procedure and 

characterization techniques employed has been given. The 

results and discussion section talk about results obtained, 

possible cause to explain the observations and important 

hyperfine interaction parameters determination. The 

interesting outcomes are summarized in the conclusion part. 

 

II.   EXPERIMENTAL DETAILS 

 

Polycrystalline samples of pure and Y
3+

-substituted yttrium 

iron garnet system with general chemical formula, Y3+xFe5-

xO12, x = 0.0, 0.2, 0.4 and 0.6, were synthesized by usual 

http://www.isroset.org/
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double sintering ceramic route as described elsewhere [11]. 

The X-ray powder diffraction measurements were done at 

room temperature (300 K) to study the influence of swift 

heavy ion (SHI) irradiation on phase formation and structural 

parameters. The experimental details and results are 

discussed in [11]. It has been found that (i) the compositions 

with x = 0.0 and 0.2 possess single phase bcc garnet structure 

(space group: Oh
10

 – Ia3d) while x = 0.4 and 0.6 compositions 

are of mixed phase (yttrium iron garnet phase and yttrium 

orthoferrite (YFeO3) phase). (ii) Unwanted YFeO3 phase can 

effectively suppress by SHI irradiation. The room 

temperature 
57

Fe Mossbauer spectra were recorded before and 

after the SHI irradiation to investigate the consequences of 

SHI irradiation on nuclear hyperfine interaction parameters 

and Mossbauer spectral signature. Ambient Mossbauer 

measurements on the samples with the thickness (~ 0.15 mg 
57

Fe/cm
2
) were done using 25 mCi 

57
Co isotope in a (Pd) – 

matrix at constant acceleration mode in transmission 

geometry and 14.4 keV gamma rays were detected by Xenon 

– Methane filled proportional detector. The data were 

analyzed using NORMOS computer software [13] with an 

appreciable goodness-of- fit parameter. 

 

III.   RESULTS AND DISCUSSION 

 

The Mossbauer spectra for pristine and SHI irradiated 

samples with x = 0.0, 0.2, 0.4 and 0.6 of Y3-xFe5+xO12 system 

are shown in Fig.1. The Mossbauer spectra were analyzed 

and hyperfine interaction parameters were refined using 

NORMOS computer software using non-linear least square 

minimization [13]. The solid lines through the data points are 

the results of computer fits of spectra obtained assuming 

equal line width for the a- and d- sites. The Mossbauer 

spectra of x = 0.0 and 0.2  compositions for pristine and 

irradiated samples, exhibit two  normal Zeeman split sextets 

one due to the Fe
3+

 -ions on a-site and other due to the Fe
3+

 

ions on d-site,  which indicates the ferrimagnetic behavior of 

the samples. For pristine samples of  x = 0.4 and 0.6 

compositions, in addition to these magnetic components, a 

third magnetic sextet has been observed. It is found that the 

third component corresponds to YFeO3 phase as confirmed 

by X-ray diffraction pattern analysis [11]. The Mossbauer 

spectra of x = 0.4 and 0.6 compositions for irradiated 

samples, exhibit a paramagnetic singlet or central 

enhancement superimposed on the magnetic sextets. The 

electronic energy loss (Se) of 50 MeV Li
3+

 ions in this 

compound, calculated using the SRIM-98 code, is around 12 

eV/Å which is less than electron energy loss threshold (Seth) 

required to surmount the energy required for producing 

columnar amorphization that is of the order of 10
3
 eV/ Å. 

This suggests that the SHI irradiation has generated points 

/cluster of defects. The generation of point/clusters of defects 

in these compounds inhibits the long range ferrimagnetic 

order through redistribution of cations in the localized 

defected region leading to the formation of paramagnetic 

centers. These paramagnetic centers resulted from breaking 

of magnetic ordering. The central paramagnetic enhancement 

in Mossbauer spectra can be explained on the basis of 

paramagnetic centers. In the present case, paramagnetic 

centers could have been created by re-distribution of cations 

induced by SHI-irradiation as observed earlier in Ti-

substituted Al/Cr containing Li-ferrite systems [14].  The 

population of central singlet has been interpreted as due to 

some Fe
3+

 -ions being isolated from other Fe
3+

 -ions by non-

magnetic Y
3+

 -ions, giving rise to a variation of cluster sizes 

which have little magnetic interaction with the surrounding. 

Furthermore, magnetic ordering within the cluster is 

accompanied by much faster relaxation, especially for smaller 

clusters and giving rise to the central paramagnetic 

components [15]. Thus, the central singlet in the Mossbauer 

spectra of the irradiated samples originates from the SHI-

induced paramagnetic centers, and not due to an amorphous 

phase. 

 In contrast, the Mossbauer spectra of the x = 0.0 and 

0.2 compositions after irradiation do not show the slightest 

sign of central paramagnetic singlet. This suggests that the 

presence of magnetic Fe
3+

 (5 µB) ions in the lattice seems to 

play an important role of keeping the long range order intact 

in spite of SHI induced defected regions/rearrangement of the 

cations, while the coexistence of higher concentration of non-

magnetic Y
3+

(x > 0.2) ions give rise to SHI induced localized 

paramagnetic centers. 

The hyperfine interaction parameters deduced 

through Mossbauer spectral analysis are given in Table 1. It 

is seen that the nuclear hyperfine field (Hf) for the d-site is 

lower than that of the a-site for all the compositions before 

and after irradiation. This happens because of the Fe
3+

-ions 

on the a-site, experience a stronger average magnetic 

coupling than the d-site ions due to more covalent nature of 

the Fe
3+

-O
2-

 bond. The variation in the hyperfine field is due 

to the change in a-d, d-d and a-a interactions as the cation 

neighbors about given Fe
3+

 ion are changed. The magnetic 

hyperfine fields for pristine composition (x = 0.0) are found 

to be 490.2 kOe for the a-site and 397.3 kOe for the d-site in 

agreement with those reported earlier [16-17]. Because the 

non- magnetic Y
3+

 ions replace the magnetic Fe
3+

 ions at the 

tetrahedral (d-) sites and due to the prominent a-d 

superexchange interaction, the supertransferred hyperfine 

field at the a-site is influenced to a greater extent. Therefore, 

the a-site hyperfine field increases with Y
3+

-substitution 

before and after irradiation for x = 0.0 - 0.4 compositions. 

This can be related to the increase of covalency. The average 

oxygen distance to 16(a) Fe
3+

 ion is about 2.01 Å while the 

tetrahedrally co-ordinate oxygen ions are at 1.87 Å from Fe
3+

 

ion. Thus, the covalency character in the d-sites is
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Table 1. Mössbauer hyperfine interaction parameters for pristine and irradiated samples of Y3+xFe5-xO12 system at 300K. 

 
sample site lines Hf (kOe)  

± 1 kOe 

Width (mm/s) 

 ±0.03 mm/s 

Area % 

 ±1% 

I.S (mm/s)* 

 ±0.02 mm/s 

Q.S (mm/s) 

±0.02 mm/s 

   Pristine Irr. Pristine Irr. Pristine Irr. Pristine Irr. Pristine Irr. 

             
x = 0.0 a 6 490.17 488.27 0.429 0.382 40.29 38.11 0.380 0.380 0.051 0.054 

 d 6 397.34 395.42 0.443 0.452 59.71 61.89 0.152 0.147 0.022 0.018 

             

x = 0.2 a 6 492.46 493.99 0.362 0.394 48.75 46.41 0.372 0.374 0.048 0.022 

 d 6 396.54 397.02 0.539 0.456 51.25 53.59 0.153 0.150 0.024 0.006 

x = 0.4 YFeO3 6 485.30 476.71 0.419 0.466 30.67 16.13 0.387 0.368 -0.013 -0.126 

 d 6 396.93 398.49 0.489 0.596 43.53 41.40 0.155 0.150 0.020 0.037 

 a 6 501.49 497.75 0.305 0.315 25.80 40.32 0.356 0.358 0.023 0.008 

 singlet 1 - - - 0.573 - 2.15 - 0.045 - - 

x = 0.6 a 6 482.92 486.58 0.277 0.352 20.40 25.27 0.387 0.379 -0.033 0.010 

 d 6 394.62 397.56 0.463 0.490 33.41 33.05 0.154 0.153 0.006 0.0002 

 YFeO3 6 500.30 500.49 0.354 0.328 46.19 36.71 0.353 0.360 0.012 0.005 

 singlet 1 - - - 1.438 - 4.97 - 0.252 - - 

*with respect to iron metal
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Figure 1. Mossbauer spectra recorded at 300K for x = 0.0, 0.2, 0.4 and 0.6 compositions of Y3+xFe5-xO12 system, 

before and after irradiation. 
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inherently stronger than in the a-sites and the substitution 

of Y
3+

 ions with larger ionic radius will give rise to a 

microscopic structural distortion of the a- and d-sites to 

different degrees, even though they belong to a like 

coordination. The observed small difference in Hf value for 

the a- and d-sites before and after irradiation suggests a 

redistribution of cations after irradiation.  

It is evident from Table 1, that isomer shift IS(d) 

and IS of YFeO3 phase IS(Y) values show very little 

change but IS(a) shows considerable change with Y
3+

-

substitution before irradiation. It is found that IS(d), IS(a) 

and IS(Y) values change with Y
3+

-substitution after 

irradiation, indicating, in general, the s-electron charge 

distribution is influenced by Y
3+

-substitution as well as by 

irradiation. As expected, the value of IS(a) is more positive 

than IS(d) because of larger Fe
3+

-O
2-

 bond separation in the 

former. No quadrupole shifts (QS) for the d-site and 

YFeO3 phase has been observed (within the experimental 

error) for magnetically split spectra before irradiation. 

After irradiation QS for the a- and d-sites as well as QS for 

YFeO3 phase changes considerably, suggests that the co-

existence of chemical disorder and overall cubic symmetry 

causes net quadrupole shifts in Zeeman sextets as well as 

contribute to change the width with Y
3+

-substitution for 

pristine and irradiated samples. The hyperfine field, isomer 

shift and quadrupole shift values of the third sextet are in 

good agreement with those reported by Eibschutz et al. 

[18] for YFeO3. 

It is seen that the area corresponding to YFeO3 

phase decreases after the SHII for x = 0.4 and x = 0.6 

compositions, accompanied by the evolution of singlet due 

to induced paramagnetic centers. This explains the 

transformation of YFeO3 phase into the garnet phase, after 

irradiation. It is well known that a swift heavy ion on 

passing through the materials loses its energy by electronic 

energy loss Se (inelastic process). This energy is being 

deposited in the form of electronic excitation or ionization, 

responsible for generating defect states, in fact, in the 

present study; Se not only dissolves the unreacted YFeO3 

phase but also participates in modifying the properties of 

the main system, without any contamination. 

It is clear from Table 1 that, Mössbauer 

parameters of the garnet phase and YFeO3 phase are 

affected by SHII. The Mössbauer spectroscopic study 

results reveal that SHII leads to the formation of required 

garnet phase leaving behind the defected YFeO3 phase. 

Furthermore, it is interesting to note that when all other 

parameters of YFeO3 phase remain unaffected by SHII, 

nuclear hyperfine interaction parameters are highly 

influenced by SHII.   

 

IV.   Conclusions 

 

The central enhancement observed in the Mössbauer 

spectra of the irradiated samples is not due to 

amorphization but its origin lies in the formation of 

localizing paramagnetic centers. The hyperfine interaction 

parameters of both phases are highly influenced by SHII. 

The various parameters (except for hyperfine interaction 

parameters) of YFeO3 phase remain unaffected by SHI-

irradiation, suggests YFeO3 is irradiation hard phase as 

compared to Y3Fe5O12 phase. This inherent property of 

YFeO3 may find application in a material suitable for 

pelletron and other radiation prone environment. 
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Abstract The aim of this paper is to study orthogonality preserving mappings between inner
product pro-C∗-modules V and W over a pro-C∗-algebra A. We prove the analogue of the result
of Ilišević and Turnšek in the set up of inner product pro-C∗-module that an orthogonality
preserving mappings between inner product pro-C∗-modules turn out to be scalar multiple of
isometry if K(H) ⊂ A ⊂ L(H), where H is a locally Hilbert space. We also reveal some properties
of Hilbert K(H)-module, where H is a locally Hilbert space.
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1 Introduction

Let V be a linear space. A function p : V → R is called a seminorm on V if p(x) ≥ 0 for all
x ∈ V , p(x+ y) ≤ p(x) + p(y) for all x, y ∈ V ; and p(λx) = |λ|p(x) for all x ∈ V , λ ∈ C. In this
case, (V, p) is called a seminormed linear space. A topological algebra is a topological vector space
A, which also has a ring multiplication compatible with the vector space operations such that the
ring multiplication is jointly continuous. Non-normed topological algebras have a great deal of
applications in quantum field theory; especially the unbounded objects in a topological ∗-algebras
are of great interest of investigation. A pro-C∗-algebra is a complete Hausdorff topological ∗-
algebra A whose topology is determined by the family S(A) of all continuous C∗-seminorms on
A in the sense that a net {ai}i∈I converges to 0 if and only if the net {p(ai)}i∈I converges to
0 for all p ∈ S(A). Though p is not a homomorphism, it is customary to use the term ker p
for the set {a ∈ A : p(a) = 0} and Ap = A/ker p. The canonical map from a ∈ A 7→ ap =
a + ker p ∈ Ap is an onto map denoted by πp. The norm on Ap is defined by ‖ap‖p = p(a),

ap ∈ Ap. Because of the C∗-property p(a∗a) = p(a)2, p ∈ S(A), a ∈ A, the completeness of
A implies the completeness of Ap [19]. In fact, the map a ∈ b(A) 7→ ap ∈ Ap, is an onto ∗-
homomorphism, where b(A) = {x ∈ A : ‖x‖∞ := sup

p∈S(A)

p(x) < ∞}, the bounded part of A,

The authors gratefully acknowledge the UGC support under UGC-SAP-DRS programme F-510/5/DRS/2004
(SAP-II) as well as F-510/3/DRS/2009 (SAP-III) to the Department of Mathematics, Sardar Patel University.

Dinesh J. Karia
Department of Mathematics, Sardar Patel University, Vallabh Vidhyanagar, Gujarat 388120, INDIA
Tel.: +91-9227160572
E-mail: dineshjk@spuvvn.edu

Yogita M. Parmar
Department of Mathematics, Government Science College, Gandhinagar, Gujarat 382016, INDIA



2 Dinesh J. Karia, Yogita M. Parmar.

is a C∗-algebra with ‖ · ‖∞ This makes (Ap, ‖ap‖p) a C∗-algebra. For p ≤ q, πpq : Aq → Ap,
defined by πpq(aq) = ap is a surjective C∗-homomorphism. Consequently, A = lim←−−−−−

p∈S(A)

Ap, an

inverse limit of C∗-algebras. This makes {Ap : p ∈ S(A)}, the Arens-Michael system for A. An
element a ∈ A is called selfadjoint if a∗ = a and positive if it is selfadjoint and sp(a) ⊂ [0,∞).
Realizing a pro-C∗-algebra A as an inverse limit of C∗-algebras, representation theory of pro-
C∗-algebra A has been studied by Inoue [5], Fragoulopoulou [2] and [3], embedding A into L(H)
as a closed ∗-subalgebra of L(H) of all operators on a locally Hilbert space H. This paper is
in the sequel of [13], wherein we introduced the algebra F (H) of finite rank operators, K(H)
of compact operators, C 2(H) of Hilbert Schmidt operators, C 1(H) of trace class operators and
also recaptured the chain F (H) ⊂ C 1(H) ⊂ C 2(H) ⊂ K(H) ⊂ L(H). This is an unbounded
noncommutative analogue of the classical case c00 ⊂ `1 ⊂ `2 ⊂ c0 ⊂ `∞.

Hilbert modules over a pro-C∗-algebra have been extensively studied by Phillips in [19] and
Joita in [7], [9] and [10]. Many important results from the Hilbert C∗-module theory have been
carried forward in the framework of Hilbert pro-C∗-modules, like Stabilization theorem [11],
Stinespring theorem [8] etc. In literature, the Hilbert C∗-modules over K(H), the C∗-algebra of
compact operators on a Hilbert space H, have found many applications and they are of great
importance due to the same. In this paper, we study orthogonality preserving maps between
inner product pro-C∗-modules over A, where K(H) ⊂ A ⊂ L(H), H is a locally Hilbert space.
This extends the result of Ilišević and Turnšek [6, Theorem 3.1]. Throughout this note H will
denote a locally Hilbert space and H will denote a Hilbert space with ‖ · ‖H the Hilbert space
norm on it. BL(H) will denote the classical operator algebra of all bounded linear operators on
H.

In section 2, we mention a few prerequisites from [13]. We investigate orthogonality preserv-
ing maps between inner product pro-C∗-modules in section 3. It is known from [6] that A-linear
orthogonality preserving maps between inner product modules over a C∗-algebra A need not be
scalar multiple of isometry, but under the assumption K(H) ⊂ A ⊂ BL(H), for some Hilbert
space H such a map turns out to be a scalar multiple of isometry. In section 4, we define an
isometry between seminormed linear spaces and prove that orthogonality preserving linear maps
between inner product pro-C∗-modules over a pro-C∗-algebra A are scalar multiples of isometry
provided that K(H) ⊂ A ⊂ L(H). We observe some properties of Hilbert module over inverse
limit of C∗-algebras of compact operators from [22]. This observation leads to reveal some prop-
erties of Hilbert K(H)-module, where H is a locally Hilbert space. We do this in section 5.

2 Preliminaries

Let Λ be a directed set and for each α ∈ Λ, let Hα be a Hilbert space with inner product (·, ·)α.
We assume that the family {Hα}α∈Λ of Hilbert spaces satisfies Hα ⊂ Hβ and (·, ·)α = (·, ·)β on
Hα, whenever α ≤ β. Fix H = ∪α∈ΛHα, a vector space with the following topology defined by
Inoue [5], making H a strict inductive limit of Hilbert spaces.

Definition 1 X ⊂ H is closed in H if either X = H or there exists an α ∈ Λ such that X is
closed in Hα. H, topologized in this way, is called a locally Hilbert space.

For a linear operator T : H → H, T|Hα is denoted by Tα for every α ∈ Λ. For α ≤ β, Hα, being
a closed subspace of Hβ , gives rise to an orthogonal projection from Hβ onto Hα which will be
denoted by Pαβ . In what follows by an operator on H, we mean a continuous linear T : H → H
satisfying PαβTβ = TβPαβ whenever α ≤ β. The class of such operators is denoted by L(H); that
is, L(H) = {T : H → H : T is continuous, linear and PαβTβ = TβPαβ , whenever α ≤ β}. The
point here is that Hα as well as H⊥α in Hβ is invariant under T whenever α ≤ β. Consequently,
T ∈ L(H) if and only if

1. Tα ∈ BL(Hα) for each α ∈ Λ,
2. Hα reduces Tβ for every α ≤ β; i.e., Hα and H⊥α in Hβ are invariant under Tβ .
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It is known from [5, §5] that L(H) is a pro-C∗-algebra with the topology generated by the
family of C∗-seminorms pα(T ) = ‖Tα‖α, where ‖ · ‖α denotes the operator norm on BL(Hα).
We record here that T ∈ L(H) 7→ Tα ∈ BL(Hα) is a ∗-homomorphism for every α ∈ Λ.
Let Nα = ker pα = {T ∈ L(H) : pα(T ) = 0} and L(H)/Nα = L(H)α for every α ∈ Λ. By
[19] L(H)α is complete for every α ∈ Λ. Consequently, L(H) = lim←−−

α∈Λ
(L(H)α, |‖ · ‖|α), where

|‖T +Nα‖|α = pα(T ). We recall the following from [13].

Proposition 1 (L(H)α, |‖ · ‖|α) is isometrically ∗-isomorphic to a closed ∗-subalgebra of BL(Hα)
for every α ∈ Λ.

Regarding L(H)α as a closed subalgebra of BL(Hα) via the above identification, we denote
T +Nα by Tα itself and |‖ · ‖|α as ‖ · ‖α.

For α ∈ Λ, set Lα = span(∪β<αHβ) and Kα = (Lα)⊥ in Hα. This gives Hα = Lα ⊕ Kα.
Also for any γ < α, Kγ is a closed subspace of Lα. Denoting ⊕γ<αKγ by Mα, we see that Mα

is also a closed subspace of Lα. Thus, Lα =Mα ⊕Jα, where Jα =M⊥α in Lα. The following is
straightforward.

Lemma 1 [13, Lemma 2.5] For any α ∈ Λ, Hα =Mα ⊕ Jα ⊕Kα.

Theorem 1 [13, Theorem 2.6] Let T ∈ L(H). Then for any α ∈ Λ,

Tα = T|Hα = TMα ⊕ TJα ⊕ TKα ,

where TMα = T|Mα
, TJα = T|Jα and TKα = T|Kα .

Remark 1 In view of [5, Theorem 5.1], we assume that Jα = {0} for all α ∈ Λ.

We denote the ∗-ideal of L(H) of finite rank operators on H by F (H). For α ∈ Λ and
ξα, ηα ∈ Kα, we define the operator ξα ⊗ ηα on H by

ξα ⊗ ηα(ζ) = (ζα, ηα)αξα,

where ζα is the component of ζ in Kα. It is clear that ξα ⊗ ηα is a continuous, linear, rank one
operator. Also for β ≤ γ, Pβγ(ξα ⊗ ηα)γ = (ξα ⊗ ηα)β = (ξα ⊗ ηα)γPβγ . Conversely, suppose
that E ∈ L(H) is a rank one operator. By Theorem 1, E = ⊕γ∈ΛEKγ . Since R(EKγ ) ⊂ R(E), for

every γ ∈ Λ, there exist β ∈ Λ and ξβ , ηβ ∈ Kβ such that EKβ = ξβ ⊗ ηβ and EKγ = 0 if γ 6= β.
Clearly, pα(E) = ‖ξβ‖Hα‖ηβ‖Hα if β ≤ α, and pα(E) = 0 if α < β. Along the line of C∗-algebra,
following [16], the following defines minimal projection in a pro-C∗-algebra.

Definition 2 Let A be a pro-C∗-algebra. A nonzero e ∈ A is said to be a projection if e = e∗ =
e2. Further, e is called a minimal projection if eAe = Ce.

Remark 2 In view of the above discussion, E ∈ L(H) is minimal projection if and only if there
exist an α ∈ Λ and a unit vector ξα ∈ Kα such that E = EKα = ξα ⊗ ξα.

The following is a straightforward verification.

Lemma 2 [13] Let ξα, ξ
′
α, ηα, η

′
α ∈ Kα and T ∈ L(H). Then the following hold.

1. (ξα ⊗ ξ′α)(ηα ⊗ η′α) = (ηα, ξ
′
α)α(ξα ⊗ η′α).

2. (ξα ⊗ ηα)∗ = ηα ⊗ ξα.
3. T (ξα ⊗ ηα) = T (ξα)⊗ ηα.
4. (ξα ⊗ ηα)T = ξα ⊗ T ∗(ηα).
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Recall that F (H) denotes the set of all finite rank operators on a locally Hilbert space H. It is
clear from Lemma 2, that F (H) is a two sided ∗-ideal of L(H). We say that an operator T ∈ L(H)
is compact if T ∈ F (H), the closure of F (H). The set of all compact operators is denoted by
K(H). Since addition, multiplication, scalar multiplication and involution are continuous in a
pro-C∗-algebra, K(H), being a closure of F (H), is a two-sided ∗-ideal of L(H). Thus K(H) is
a pro-C∗-algebra and from Arens-Michael decomposition, we have K(H) = lim

←−
(K(H)α, |‖ · ‖|α),

where K(H)α = K(H)/(ker pα ∩K(H)).

Proposition 2 [13] For every α ∈ Λ, (K(H)α, |‖ · ‖|α) is isometrically ∗-isomorphic to a closed
∗-subalgebra of K(Hα).

Proof Let T ∈ K(H). For α ∈ Λ, we fix N ′α = K(H)∩ker pα and define θα(T+N ′α) = Tα. Then θα
is well defined. For if θα(T +N ′α) = θα(S+N ′α), then 0 = pα(T −S) = ‖T − S‖α = ‖Tα − Sα‖α,
showing that Tα = Sα. Also, it can be readily verified that θα is a ∗-homomorphism satisfying
‖θα(T +N ′α)‖α = ‖Tα‖α = pα(T ) = |‖T +N ′α‖|α. ut

Remark 3 Regarding K(H)α as a closed ∗-subalgebra of C∗-algebra K(Hα), in view of Propo-
sition 2, we have K(H)α a C∗-algebra of compact operators and K(H) is the inverse limit of
C∗-algebras of compact operators.

Theorem 2 [13] Let S ∈ L(H) be selfadjoint operator. Then ESE = 0 for all minimal projec-
tions of L(H) if and only if S = 0.

Proof Fix α ∈ Λ and a unit vector ξα in Kα. Then we have

0 = (ξα ⊗ ξα)S(ξα ⊗ ξα) = (ξα ⊗ ξα)(S(ξα)⊗ ξα) = (SKα (ξα), ξα)ξα ⊗ ξα.

Therefore, (SKα (ξα), ξα) = 0. Since α ∈ Λ and ξα ∈ Kα are arbitrary, we have (SKα (ξα), ξα) = 0
for all α ∈ Λ and for all ξα ∈ Kα. Since SKα is selfadjoint, SKα = 0 for all α ∈ Λ and hence
S = 0. ut

We shall need the following analogue of [15, Lemma 3.4].

Lemma 3 Let A be a pro-C∗-algebra. If p(ab) = p(ac) b, c ≥ 0 for all a ∈ A, and for all p ∈ S(A),
then b = c.

Proof Fix p ∈ S(A). Since Ap is a C∗-algebra, p(ab) = p(ac) for all a ∈ A implies ‖apbp‖p =
‖apcp‖p. From [15, Lemma 3.4] bp = cp. Since p is arbitrary, b = c. ut

3 Orthogonality preserving maps between inner product pro-C∗-modules

We begin by briefly describing a pro-C∗-module. Let A be a pro-C∗-algebra. An inner product
pro-C∗-module or pre-Hilbert pro-C∗-module over A is a left A-module W , which is also a complex
vector space together with a compatible scalar multiplication (i.e., a(λx) = (λa)x = λ(ax) for all
x ∈ W , a ∈ A, λ ∈ C), equipped with an A-valued inner product 〈·, ·〉 : W ×W → A satisfying
the following:

1. 〈x, x〉 ≥ 0 and 〈x, x〉 = 0 if and only if x = 0;
2. 〈λx+ µy, z〉 = λ〈x, z〉+ µ〈y, z〉;
3. 〈ax, y〉 = a〈x, y〉;
4. 〈x, y〉∗ = 〈y, x〉;
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for all x, y, z ∈W ; λ, µ ∈ C; a ∈ A. Since 〈x, x〉 ≥ 0, by functional calculus, 〈x, x〉1/2 exists in A,
and is positive. We denote the same by |x|. Note that every p ∈ S(A) induces a seminorm p̄W
on W defined by p̄W (x) =

√
p(〈x, x〉), (x ∈ W ). For p ∈ S(A), let εp = {x ∈ W : p(〈x, x〉) = 0}

and Wp = W/εp. Then Wp is an inner product C∗-module over Ap with the action of Ap on Wp

defined by ap(x + εp) = ax + εp and the inner product defined by 〈x + εp, y + εp〉 = πp(〈x, y〉),
(x+εp, y+εp ∈Wp). The canonical map fromW ontoWp is denoted by σp and σp(x) is denoted by
xp for x ∈W . For p ≤ q, there is a canonical morphism of vector spaces, σpq : Wq →Wp, defined
by σpq(xq) = xp, (xq ∈ Wq). If W is complete, then {(Wp, Ap, {σpq : p ≤ q; p, q ∈ S(A)})}
is an inverse system of Hilbert C∗-modules in the following sense: For xq, yq ∈ Wq, aq ∈ Aq,
σpq(aqxq) = πpq(aq)σpq(xq) and 〈σpq(xq), σpq(yq)〉 = πpq(〈xq, yq〉). Also, σpq ◦ σqr = σpr for
p ≤ q ≤ r. In this case, W = lim←−−−−−

p∈S(A)

Wp [19, Proposition 4.4]. This inevitably requires the

completeness of W . A complete pre pro-C∗-module over a pro-C∗-algebra A is called Hilbert
pro-C∗-module or Hilbert A-module. An inner product pro-C∗-module W over A is said to be full
if span{〈x, y〉 : x, y ∈ W} = A. Two elements x, y ∈ W are said to be orthogonal if 〈x, y〉 = 0.
Let W and V be inner product pro-C∗-modules over A. Then a map T : V → W is said to
be orthogonality preserving or an op map if 〈x, y〉 = 0 implies 〈T (x), T (y)〉 = 0, (x, y ∈ V ).
T : V → W is called A-linear or A-module map if it is linear and T (ax) = aT (x) for all
x ∈ V, a ∈ A.

Recall from [14] that on any normed linear space X over C, one can construct a semi-inner
product (s.i.p) i.e., a mapping [·, ·] : X ×X → C such that

1. [x, x] = ‖x‖2,
2. [λx+ µy, z] = λ[x, z] + µ[y, z],
3. |[x, y]|2 ≤ [x, x][y, y],

for all x, y, z ∈ X and λ, µ ∈ C. Such an s.i.p need not be unique, however by [4, Theorem 1], it
is always possible to choose an s.i.p [·, ·] such that

4. [x, λy] = λ̄[x, y]

In what follows, we assume that all semi-inner products satisfy 4. Note that an s.i.p is not additive
in the second variable. We will need the following.

Theorem 3 [14, Theorem 1] Let X be a normed linear space and let U be an operator mapping
on X into itself. Then U is an isometry if and only if there is a semi-inner product [·, ·] such that
[Ux,Uy] = [x, y] for all x and y.

Definition 3 Let (X, p) and (Y, q) be seminormed linear spaces. Then a mapping T : X → Y
is said to be an isometry, if q(T (x)) = p(x), for all x ∈ X. If the topologies of X and Y are
generated by families of seminorms Γ (X) and Γ (Y ) respectively, then a mapping T : X → Y is
said to be an isometry if there exists a bijection φ : Γ (X)→ Γ (Y ) such that φ(p)(T (x)) = p(x),
for all x ∈ X and for all p ∈ Γ (X).

The following is an analogue of [6, Proposition 2.3].

Theorem 4 Let A be a pro-C∗-algebra, and let V,W be inner product A-modules. For a mapping
T : V →W and for some γ > 0, the following assertions are equivalent.

1. T is A-linear and p̄W (T (x)) = γp̄V (x) for all x ∈ V , and for all p ∈ S(A),
2. 〈T (x), T (y)〉 = γ2〈x, y〉, for all x, y ∈ V

Furthermore, each one of these assertions implies:

3. T is A-linear and orthogonality preserving mapping.

If V = W , then 1 and 2 are also equivalent to,
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4. T is A-linear, and for every p ∈ S(A), there exists a semi-inner product [·, ·]p : Wp×Wp → C
satisfying [σp(T (x)), σp(T (y))]p = γ2[σp(x), σp(y)]p, where σp is a canonical map from W
onto Wp.

Proof 1⇒ 2. For all a ∈ A,

p(a〈T (x), T (x)〉
1
2 )2 = p(a〈T (x), T (x)〉

1
2 〈T (x), T (x)〉

1
2 a∗)

= p(a〈T (x), T (x)〉a∗)
= p(〈T (ax), T (ax)〉)

= γ2p(〈ax, ax〉)

= γ2p(a〈x, x〉
1
2 〈x, x〉

1
2 a∗)

= γ2p(a〈x, x〉
1
2 )2

Thus, p(a〈T (x), T (x)〉
1
2 )2 = γ2p(a〈x, x〉

1
2 )2 for all p ∈ S(A). By Lemma 3 that, 〈T (x), T (x)〉 =

γ2〈x, x〉 and 〈T (x), T (y)〉 = γ2〈x, y〉 follows from polarization identity [17, Remark 1.2.5].
2 ⇒ 1 is clear.
2 ⇒ 3. It is clear that T is orthogonality preserving. Now for A-linearity, let X = span{AT (V )}.
Then X is an inner product A-module and T (V ) ⊂ X. For x, y ∈ V and z =

n∑
i=1

aiT (xi) ∈ X,

with ai ∈ A for all i = 1, 2, . . . , n. Let a ∈ A. Then

〈T (ax), z〉 = 〈T (ax),
n∑
i=1

aiT (xi)〉

=
n∑
i=1

γ2〈ax, xi〉ai∗

=
n∑
i=1

〈aT (x), aiT (xi)〉

= 〈aT (x), z〉.

Therefore, T (ax) = aT (x); and hence T is A-linear.

Now suppose V = W and assume 1. Define Tp : Wp →Wp by Tp(σp(x)) = σp(T (x)). From the
hypothesis it is seen that, T (ker p̄W ) ⊂ ker p̄W , and hence, Tp is well-defined. Also notice that Tp
is Ap-linear. Indeed, Tp(πp(a)(σp(x))) = Tp(σp(ax)) = σp(T (ax)) = σp(aT (x)) = πp(a)σp(T (x)).

Thus, Up := 1
γTp : Wp →Wp is an isometry on normed linear space (Wp, ‖ · ‖p). By Theorem

3, there exists a semi-inner product [·, ·]p : Wp ×Wp → C such that

[Up(σp(x)), Up(σp(y))]p = [σp(x), σp(y)]p.

4 ⇒ 1. From the hypothesis it is clear that Tp : Wp → Wp, defined by Tp(σp(x)) = σp(T (x)),
(σp(x) ∈Wp), is well defined andAp-linear. Taking Up = 1

γTp we see that [Up(σp(x)), Up(σp(y))]p =

[σp(x), σp(y)]p. Hence Up is an isometry by Theorem 3. Therefore, p̄W (T (x)) = γp̄W (x). ut

We note here that if W is a full inner product A-module, then for any minimal projection E of
A, WE = {Ex : x ∈W} 6= {0} except when E = 0.

4 OP mappings in inner product A-modules with K(H) ⊂ A ⊂ L(H)

Let W be a full inner product A-module, where K(H) ⊂ A ⊂ L(H). Let ξα be a unit vector of
Kα and E = ξα ⊗ ξα be a minimal projection in L(H). Set, WE = {Ex : x ∈ W}. If x, y ∈ WE ,
then x = Eu and y = Ev for some u, v ∈W . Also, 〈x, y〉 = 〈Eu,Ev〉 = E〈u, v〉E = λx,yE, where
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λx,y ∈ C. Notice that λx,x ≥ 0, for all x ∈ WE . Also, x = 0 if and only if λx,x = 0. Further,
λx,yE = 〈x, y〉 = 〈y, x〉∗ = (λy,xE)∗ = λ̄y,xE. Therefore, λx,y = λ̄y,x. For x, y, z ∈ WE and
a, b ∈ C,

(λax+by,z)E = 〈ax+ by, z〉 = 〈ax, z〉+ 〈by, z〉 = a〈x, z〉+ b〈y, z〉 = (aλx,z + bλy,z)E.

Therefore, λax+by,z = aλx,z + bλy,z. Thus, (·, ·) : WE × WE → C, defined by (x, y) = λx,y,
(x, y ∈WE) defines a complex inner product on WE . Consequently, we have the following.

1. x, y ∈WE are orthogonal in (WE , (·, ·)) if and only if they are orthogonal in (W, 〈·, ·〉).

2. If x ∈WE and α ∈ Λ, then pα(x) =

{
0, if x ∈ εp√
λx,x, otherwise .

3. Let V and W be inner product A-modules. If T : V → W is an A-linear op mapping, then
TE = T|VE : VE →WE is a linear op mapping as well.

The following is our main result which is analogue of [6, Theorem 3.1].

Theorem 5 Let A be a pro-C∗-algebra, and let V,W be inner product A-modules. For a mapping
T : V →W and for some γ > 0, the following assertions are equivalent.

1. T is A-linear and p̄W (T (x)) = γp̄V (x) for all x ∈ V and for all p ∈ S(A).
2. 〈T (x), T (y)〉 = γ2〈x, y〉, for all x, y ∈ V .

3. T is an A-linear and orthogonality preserving mapping.

If V = W , then 1 and 2 are also equivalent to,

4. T is A-linear, and for every p ∈ S(A), there exists a semi-inner product [·, ·]p : Wp×Wp → C
satisfying [σp(T (x)), σp(T (y))]p = γ2[σp(x), σp(y)]p, where σp is a canonical map from W
onto Wp.

Proof Taking into account, Proposition 4, it remains to prove that 3 ⇒ 1. Fix α ∈ Λ. Let
E = ξα⊗ξα, where ξα ∈ Kα is a minimal projection on Kα. Since T is A-linear, and orthogonality
preserving, TE = T|VE : VE →WE is also a linear orthogonality preserving. Hence by [1, Theorem

1], there exists a γEα > 0 such that

(T (Ex), T (Ex)) = (γEα )2(Ex,Ex)

⇒ (T (Ex), T (Ex))E = (γEα )2(Ex,Ex)E

⇒ 〈T (Ex), T (Ex)〉 = (γEα )2〈Ex,Ex〉.

Therefore,
E〈T (x), T (x)〉E = (γEα )2E〈x, x〉E. (1)

Let F = ηα ⊗ ηα, ηα ∈ Kα be another minimal projection on Kα. Set U = ξα ⊗ ηα and with
the same reasoning as before we obtain γFα > 0 such that

F 〈T (x), T (x)〉F = (γFα )2F 〈x, x〉F. (2)

Since UFU∗ = E, from equation (1), we have

UFU∗〈T (x), T (x)〉UFU∗ = (γEα )2E〈x, x〉E

⇒ UF 〈T (U∗x), T (U∗x)〉KαFU∗ = (γEα )2E〈x, x〉E

⇒ (γFα )2〈Ex,Ex〉 = (γEα )2〈Ex,Ex〉.

Thus γEα = γFα = γα and E〈T (x), T (x)〉E = γ2αE〈x, x〉E holds for all minimal projection on Kα.
Since E is a minimal projection, we have γ2αµE = γ2αE〈x, x〉E = E〈T (x), T (x)〉E = λE for some
λ, µ ∈ C. Thus γ2α = γ2 for all α ∈ Λ. Therefore, E〈T (x), T (x)〉E = γ2E〈x, x〉E for all minimal
projection on Kα. Since α ∈ Λ is arbitrary, we have E〈T (x), T (x)〉E = γ2E〈x, x〉E for all minimal
projections. Since 〈T (x), T (x)〉−γ2〈x, x〉 is selfadjoint, from Theorem 2, 〈T (x), T (x)〉 = γ2〈x, x〉.
Thus, p̄W (T (x)) = γp̄W (x) for all x ∈W . ut

The important part in the above is the existence of γ independent of α.



8 Dinesh J. Karia, Yogita M. Parmar.

5 Properties of Hilbert K(H)-module

If V and W are two Hilbert A-modules, then the set V ⊕W of ordered pairs of elements from
V and W is a Hilbert A-module with respect to the A-valued inner product 〈(x1, y1), (x2, y2)〉 =
〈x1, x2〉V +〈y1, y2〉W . It is called the direct orthogonal sum of V and W . Given a closed submodule
V of a Hilbert A-module W , V ⊥ = {y ∈ W : 〈x, y〉 = 0 for all x ∈ V }. We note here that V ⊥

is also a closed A-submodule of W . A closed submodule V of a Hilbert A-module W is called
orthogonally complemented if W = V ⊕V ⊥ and V is called topologically complemented if there is a
closed A-submodule U of W such that W = V +U with V ∩U = {0}. It is clear that orthogonally
complemented closed submodule is topologically complemented too, but converse is not true. Let
V and W be Hilbert A-modules and T : V → W be an A-module map. The module map T is
called bounded if for each p ∈ S(A), there exists a constant Cp > 0 such that p̄W (T (x)) ≤ Cpp̄V (x)
for all x ∈ V . The module map T is called adjointable if there is a module map T ∗ : W → V
such that 〈T (x), y〉 = 〈x, T ∗(y)〉 for all x ∈ V , y ∈ W . The set LA(V,W ) of all bounded
adjointable A-module maps form V to W is a locally convex space with topology defined by
the family of seminorms {p̄LA(V,W )}p∈S(A), where p̄LA(V,W )(T ) = ‖(πAp )∗(T )‖

LAp (Vp,Wp)
, where

(πAp )∗ : LA(V,W ) → LAp(Vp,Wp) is defined by (πAp )∗(T )(xp) = (T (x))p for all T ∈ LA(V,W ).

Let T ∈ LA(V,W ). Then a bounded adjointable operator T † is called the generalized inverse of
T if TT †T = T , T †TT † = T †, (TT †)∗ = TT † and (T †T )∗ = T †T . For more details we refer to
[22].

We close this paper by revealing some properties of Hilbert K(H)-modules. In Proposition
2, we have seen that K(H)α is isometrically ∗-isomorphic to a closed ∗-subalgebra of K(Hα)
for all α ∈ Λ. Thus, K(H)α is nothing but C∗-algebra of compact operators for all α ∈ Λ and
consequently, K(H) is the inverse limit of C∗-algebras of compact operators. Consequently, the
study of Hilbert K(H)-module is of our interest. We state some properties in the next theorem,
proof of which follows from [22, Theorem 4.1].

Theorem 6 Let W and V be Hilbert K(H)-modules. Let T : V →W be a bounded K(H)-module
map. Then the following hold.

1. Every Hilbert K(H)-submodule U ⊂ W is automatically orthogonally complemented. i.e., U
is an orthogonal summand.

2. Every Hilbert K(H)-submodule U ⊂ W is automatically topologically complemented. i.e., U
is a topological summand.

3. Every Hilbert K(H)-submodule U ⊂ W that coincides with U⊥⊥ ⊂ W is automatically or-
thogonally complemented in W .

4. The bounded K(H)-module map T : V →W possesses an adjoint bounded K(H)-module map
T ∗ : W → V .

5. ker(T ) and norm closed range, Ran(T ), of T is an orthogonal summand.
6. T has polar decomposition. i.e., there exists a unique partial isometry V such that T = V |T |.
7. T possesses generalized inverse.
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Antibacterial, SOD like and Nuclease Interaction of Fluoroquinolone 

Based Copper(II)  Complexes 
Dr. Deepen S. Gandhi 

Government Science College, Sector-15, Gandhinagar, Gujarat, India 

 

ABSTRACT 

Drug–based mixed–ligand copper(II) complexes of type [Cu(L)(An)Cl].5H2O have been prepared with an aim to 

generate a database for the development of metal based therapeutic agents. Synthesized complexes were 

characterized using infrared spectra, electronic spectral, magnetic measurements, elemental analyses, thermal 

investigation and mass spectroscopy. Spectral investigations of metal complexes reveal monomeric five-

coordinate square pyramidal geometry. The viscosity measurement was employed to determine the mode of 

binding of complexes to DNA. The DNA binding efficacy was determined using absorption titration. The 

binding constant (Kb) ranging from 0.846 x 104 to 2.0 x 105 M–1 pointing toward the covalent mode of binding, 

whereas DNA cleavage study shows better cleaving ability of the complexes compare to metal salts and 

standard drug exhibited via conversion of super coiled form of pUC19 DNA to linear form via circular form. 

From the SOD mimic study, it was found that 0.415– 1.305 µM concentrations of complexes were enough to 

inhibit the reduction rate of NBT by 50% (IC50) in NBT/NADH/PMS system. Antibacterial activity has been 

assayed against selective Gram(-ve) and Gram(+ve) microorganisms using the doubling dilution technique. 

Keywords : Ofloxacin, Square pyramidal, Nuclease activity, SOD mimic, Antibacterial, Kb 

Abbreviations: 

SOD Superoxide Dismutase 

MIC Minimum Inhibitory Concentration 

LB Luria Broth 

Kb Intrinsic Binding Constant 

NADH Nicotinamide Adenine Di-nucleotide  reduced 

PMS Phenazine Methosulphate 

NBT Nitro Blue Tetrazolium 

IC50 Concentration that causes 50% inhibition of Formazan 

 

1. INTRODUCTION Four decades after the discovery of nalidixic acid; the first member of the quinolone 

antibacterial family, more than 7000 new analogue has been documented in the literature. Since 1977, this class 

of synthetic antibacterial agents has been widely used in clinics. In recent years, there has been considerable 

interest in the development of new fluoroquinolone agents. Heterocyclic ring systems having the piperidine-4-

one nucleus have aroused great interest in the past and recent years due to their wide variety of biological 

properties, such as antiviral, antitumor, central nervous system, local anaesthetic, anticancer and antimicrobial 

activity [1–6]. The primary mechanism of the antibacterial action of these drugs is the inhibition of DNA 

gyrase (Topoisomerase II), an enzyme responsible for coiling the long DNA molecule into the confined space 
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inside the bacterial cell; inactivation of this enzyme is lethal to the microorganism [7]. The interaction of metal 

ions with diverse deprotonated quinolone as ligands has been thoroughly studied [8].  

Superoxide dismutase (SOD) enzymes protect cells against the cytotoxic activity of the superoxide radical (O2•ˉ), 

which is a by-product of aerobic metabolism [9, 10]. One class of these enzymes, the copper–zinc SODs, occurs 

primarily in the cytoplasm of eukaryotes. The eukaryotic Cu–Zn SODs have been studied in some detail. The 

dismutation of O2•ˉ proceeds via alternate reduction and oxidation of the essential Cu ion during successive 

encounter with the substrate to produce O2 and H2O2, respectively. Both steps occur with a rate constant of 2 x 

l09 M-1S-1 [11–13]. The presence of bound metals greatly increases the thermal stability of the enzyme [14, 15]. 

In this paper, we have prepared the drug-based mixed ligand complexes with Ofloxacin(L) and neutral 

bidentate ligands (A1 = pyridine-2-carboxaldehyde, A2 = 2,2'-bipyridylamine, A3 = thiophene-2-carboxaldehyde, 

A4 = 2,9-dimethyl-1,10-phenanthroline, A5 = 2,9-dimethyl-4,7-diphenyl-1,10-phenanthroline, A6 = 4,5-

diazafluoren-9-one, A7 = 1,10-phenanthroline-5,6-dione and A8 = 5-nitro-1,10-phenanthroline) prompting to 

gain an inhibitor for inhibition of DNA gyrase (Topoisomerase II). Synthesized compounds were also checked 

for their SOD mimic activity using nonenzymatic mode (NBT/NADH/PMS system) to measure the effect on the 

stabilization of the enzyme. The DNA binding and cleavage properties of the complexes have been investigated 

by ultraviolet spectroscopy, viscosity measurements and gel electrophoresis method.  The MIC has been 

assayed using the doubling dilution technique. 

 

2. Experimental 

2.1Materials 

All the chemicals used were of analytical grade. 2,2’-Bipyridylamine was purchased from Lancaster 

(Morecambe, England). Ofloxacin was purchased from Bayer AG (Wuppertal, Germany). Cupric chloride was 

purchased from E. Merck (India) Ltd. Mumbai. Pyridine-2-carboxaldehyde, thiophene-2-carboxaldehyde, 1,10-

phenanthroline and Luria Broth were purchased from Himedia, India. 2,9-Dimethyl-1,10-phenanthroline and 

2,9-dimethyl-4,7-diphenyl-1,10-phenanthroline were purchased from Loba chemie PVT. LTD. (INDIA). 

Organic solvents were purified by standard method [16].  

 

2.2 Instrumental details 

The metal contents of the complexes were analyzed by EDTA titration after decomposing the organic matter 

with a mixture of HClO4, H2SO4, and HNO3 (1:1.5:2.5) [17]. The diamagnetic correction was made using 

Pascal’s constant [18]. Infrared spectra were recorded on a FT-IR Shimadzu spectrophotometer as KBr pellets in 

the range 4000–400 cm–1. C, H and N elemental analyses were performed with a model 240 Perkin Elmer 

elemental analyzer. MIC study was carried out by means of laminar air flow cabinet, Toshiba, Delhi, India. 

Thermo gravimetric analyses was obtained with a model 5000/2960 SDTA, TA instrument (USA). The 

electronic spectra were recorded on a UV-160A UV-Vis. spectrophotometer, Shimadzu (Japan). The magnetic 

moments were measured by Gouy’s method using mercury(II) tetrathiocyanatocobaltate(II) as the calibrant (χg 

=16.44 x 10-6 cgs units at 20 ºC), Citizen Balance. Mass spectra were recorded using GCMS–QP2010 having 

ionisation voltage of 0.90 kV, 30.0m length with a thickness of 1.0 µm with column having 0.25mm diameter. 

2.3 Ligand preparation  

4,5-Diazafluoren-9-one (A6) was prepared using 1,10-phenanthroline ,  1,10-phenanthroline-5,6-dione (A7) and 

5-nitro-1,10-phenanthroline (A8) were prepared as per the reported method [19–21]. 
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2.4. Preparation of complexes 

[Cu(L)(An)Cl].5H2O: An methanolic solution of CuCl2.2H2O (1.5 mmol) was added to methanolic solution of 

neutral bidentate ligand (An) (1.5 mmol), followed by addition of a previously prepared solution of ofloxacin 

(1.5 mmol) in methanol in presence of CH3ONa (1.5 mmol). The pH was adjusted at ~ 6.2 using dilute solution 

of CH3ONa. The resulting solution was refluxed for 1 h. on a steam bath, followed by concentrating it to half of 

its volume. A fine amorphous product of green color was obtained which was washed with ether/hexane and 

dried in vacuum desiccators. Physicochemical data of the synthesized complex are summarized in Table–1. 

 

Table 1: Experimental and physical parameters of the complexes 

Complexes empirical 

formula 

Elemental analysis % found(required) 
mp 
0C 

% 

Yield 

µeff 

BM 

Formula 

weight 

(gm/mol) 
C H N M 

C24H34ClCuFN4O10 (1) 43.88 

(43.91) 

5.19 

(5.22) 

8.54 

(8.53) 

9.66 

(9.68) 

206 63.7 1.75 655.12 

C28H38ClCuFN6O9 (2) 46.62 

(46.67) 

5.34 

(5.32) 

11.63 

(11.66) 

8.83 

(8.82) 

206 62  1.69 719.18 

C23H33ClCuFN3O10S 

(3) 

41.78 

(41.76) 

5.01 

(5.03) 

6.36 

(6.35) 

9.63 

(9.61) 

202 69.2 1.71 660.09 

C32H41ClCuFN5O9 (4) 50.77 

(50.73) 

5.48 

(5.45) 

9.28 

(9.24) 

8.41 

(8.39) 

212 68.8 1.92 756.19 

C44H49ClCuFN5O9 (5) 58.12 

(58.08) 

5.40 

(5.43) 

7.68 

(7.70) 

6.99 

(6.98) 

234 72.1 1.81 908.25 

C29H35ClCuFN5O10 (6) 47.66 

(47.61) 

4.88 

(4.82) 

9.55 

(9.57) 

8.72 

(8.69) 

245 64.9 1.67 730.14 

C30H35ClCuFN5O11 (7) 47.44 

(47.43) 

4.63 

(4.64) 

9.26 

(9.22) 

8.35 

(8.37) 

273 73.2 1.83 758.13 

C30H36ClCuFN6O11 (8) 46.50 

(46.51) 

4.66 

(4.68) 

10.88 

(10.85) 

8.17 

(8.20) 

298 74.5 1.89 773.14 

 

2.5 Biological impact of complexes 

2.5.1 Test of complex against microorganism 

Synthesized complexes were tested for their impact on the microorganism for which five microorganism were 

employed namely, Escherichia coli (E. coli), Pseudomonas aeruginosa (P. aeruginosa), Bacillus subtilis (B. 

Subtilis), Staphylococcus aureus (S. aureus), and Serratia marcescens (S. marcescens). Impact was tested in 

terms of minimum inhibitory concentration (MIC) using suspended Luria Broth (LB) in sterile double distilled 

water as a media. The compounds were dissolved in methanol. Cultured for Gram(+ve) and Gram(-ve) were 

incubated at 37 and 30 oC respectively for 24 hours. Control test with no active ingredient was also performed 

by adding just a solvent alone [22]. MIC was determined using double fold serial dilution in liquid media 

containing varying concentration of test compounds from 0.1 – 10,000 µM concentration. Bacterial growth was 

measured by the turbidity of the culture after 18 hour. At a particular concentration of a compound inhibited 

bacterial growth, half the concentration of the compound was tried. This procedure was carried on to a 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) 

Dr. Deepen S. Gandhi Int J Sci Res Sci Technol. July-August-2018; 4 (9) : 448-463 

 

 

 

 

 
451 

concentration that bacteria grow normally. The lowest concentration that totally inhibited bacterial growth 

was determined as the MIC value. All equipment and culture media employed were sterile. 

2.5.2 DNA–binding assay 

Purity of DNA was measured by the ratio of absorption at 260 and 280 nm which was found 1.82, indicating 

that nucleic acid was fully free of protein [23]. The molar absorption coefficients of 6,600 M-1cm-1 were trace to 

determine the concentration of DNA at 260 nm by UV-Visible spectrophotometer [24]. The methodology 

involving interaction of complex with DNA was conducted under phosphate buffer medium (pH 7.2).  

2.5.3 Absorption titration 

DNA–mediated hypochromicity and bathochromicity under the influence of complex was measured via UV-

Vis absorbance spectra [25–28]. With a selection of an appropriate absorbance peak by performing 

spectrophotometric wavelength scans of each chelating agents and their Cu(II) complexes. Absorption 

measurement was followed by 10 minute incubation at room temperature after addition of equivalent amount 

of DNA to reference cell; concentration of DNA is so set to have 10 times the test compound. DNA–mediated 

hypochromism (decrease in absorbance) or hyperchromism (increase in absorbance) for test compounds were 

calculated. It is important to note that the results in this assay were generated under the same conditions as the 

plasmid degradation assay. This was specifically done to enable direct comparison between the assays that was 

required to interpret the results obtained. The intrinsic binding constant, Kb was determine making it subject in 

following equation [29]. 

[DNA]/(εa – εf) = [DNA]/(εb – εf) + 1/Kb(εb – εf)  

Where, [DNA] is the concentration of DNA in terms of nucleotide phosphate [NP], the apparent absorption 

coefficients εa, εf, and εb correspond to Aobs./[M], the extinction coefficient for free copper complex and the 

extinction coefficient for free copper complex in fully bound form, respectively and Kb is the ratio of slope to 

the y intercept. 

2.5.4 Viscosity study 

Viscosity measurements were carried out using an Ubbelohde viscometer maintained at a constant temperature 

of 27.0 (±0.1) °C in a thermostatic jacket. DNA samples with an approximate average length of 200 base pairs 

were prepared by sonication in order to minimize complexities arising from DNA flexibility [30]. Flow time 

was measured with a digital stopwatch with an accuracy of 0.01 second. Each sample was measured three times 

with a precision of 0.1 second and an average flow time was calculated. Data were presented as (η/η0)1/3 versus 

concentration ratio ([Complex]/[DNA]) [31], where as the viscosity of DNA in the presence of complex η and η0 

is the viscosity of DNA alone. Viscosity values were calculated from the observed flow time of DNA-containing 

solutions (t > 100 s) corrected for the flow time of buffer alone (t0), η = t – t0. 

 

2.5.5 DNA cleavage study 

Gel electrophoresis of plasmid DNA (pUC19 DNA) was carried out with 15 µL reaction mixture containing 300 

µg/mL plasmid DNA (10 mM Tris, 1 mM EDTA, pH 8.0) and 200 µM complex in TE buffer. Reactions were 

allowed to proceed for 3 h at 37 oC. All reactions were quenched by addition of 5 µL loading buffer (40% 

sucrose, 0.2% bromophenol blue). The aliquots were loaded directly on to 1% agarose gel and electrophoresed 

at 50 V in 1X TAE buffer. The gel was stained with 0.5 µg/mL ethidium bromide and was photographed on a 

UV illuminator. The percentage of each form of DNA was quantities using AlphaDigiDocTM RT. Version V.4.1.0 

PC–Image software. 
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2.5.6 SOD like activity 

SOD-like activity of the complex was determined by NBT/NADH/PMS system [32]. The superoxide radial 

produce by 79 µM NADH, 30 µM PMS, system containing 75 µM NBT, phosphate buffer (pH = 7.8), and 0.25 to 

5.0 µM tested compound. The amount of reduced NBT was spectrophotometrically detected by monitoring the 

concentration of blue formazan form which absorbs at 560 nm. The NBT reduction rate was measured in the 

presence and absence of test compounds at various concentration of complex in the system. All measurements 

were carried out at room temperature. The % inhibition (η) of NBT reduction was calculated using following 

equation 

η (% inhibition of NBT reduction) =(1–k’/k)X 100% 

Where k’ and k present the slopes of the straight line of absorbance values as a function of time in the presence 

and absence of SOD mimic or a model compound, respectively. The IC50 of the complex was determined by 

plotting the graph of percentage of inhibiting NBT reduction against the increase in the concentration of the 

complex. The concentration of the complex which causes 50% inhibition of NBT reduction is reported as IC50. 

 

3. Result and discussion 

3.1 Complex characterization 

Electronic spectra, magnetic measurements, TGA, IR, and GCMS were used to configure the structure of 

synthesized complexes. The elemental analysis data are in good concurrence with the proposed formulation 

and theoretical expectation i.e. 1:1:1 ratio of metal:L:An.  

3.1.1 IR spectra 

The IR spectra of the Cu(II) complexes shows major changes as compared to the free ligands which are 

comprise in Table 2. The absorption bands observed in case of ofloxacin at 1620 and 1332 cm-1 are assign to 

ν(COO)asy and ν(COO)sym respectively, where as in case of complexes these bands are observed between 1564–

1579 and 1343–1381 cm-1. The frequency of separation (Δν = νCOOasy – νCOOsym) in investigated complexes is 

~200 cm-1, suggest unidentate nature for the carboxylato group [33, 34]. The sharp band at 3520 cm-1 is due to 

hydrogen bonding for the case of quinolone moiety [35]; which results from free hydroxyl stretching vibration. 

The complete disappearance of this band says that deprotonation of carboxylic acid group of ofloxacin. The 

peak at 1728 cm-1 responsible for ν(C=O) stretching vibration band in ofloxacin is found to be observed 

between 1619 – 1633 cm-1 in case of complexes; this shift in band towards lower energy suggest that 

coordination occurs through the pyridone oxygen atom [36]. These data are further supported by ν(M–O) [37] 

which appear at ~512 cm-1. In the investigated complexes the ν(C=N) band of ligand A2 appears at 1580 cm-1. 

N→M bonding was supported by ν(M–N) band [38] at ~530 cm-1. 

Table 2: Infrared spectral data 

Compounds 

ν(C=O) 

cm-1 

pyridone 

ν(COO)asy 

cm-1 

ν(COO)sym 

cm-1 

Δν 

cm-1 

 

ν(M-N) 

cm-1 

ν(M-O) 

cm-1 

 

ν(M-S) 

cm-1 

 

Ofloxacin 1728 1620 1332 288 - - - 

1 1633 1576 1381 195 535 515 - 

2 1619 1578 1377 201 542 504 - 

3 1626 1579 1376 203 - 510 428 



International Journal of Scientific Research in Science and Technology (www.ijsrst.com) 

Dr. Deepen S. Gandhi Int J Sci Res Sci Technol. July-August-2018; 4 (9) : 448-463 

 

 

 

 

 
453 

4 1622 1568 1371 197 540 508 - 

5 1620 1566 1343 223 542 511 - 

6 1624 1571 1372 199 537 502 - 

7 1621 1569 1364 205 541 506 - 

8 1623 1564 1372 192 544 507 - 

 

3.1.2 Reflectance spectra and magnetic behaviour  

Large width of absorption band observed for the copper complexes i.e. d9 system for the simplest the ligand at 

low temperature make them very difficult to interpret. Copper complexes are well known for their various 

coordination numbers resulting in varieties of geometries in there structure. The Cu(II) complexes exhibit a 

broad band at ~15300 cm-1 [39–41]. These bands are characteristic of Cu(II) d–d transition in tetragonal field in 

which Cu(II) atom is in distorted square pyramidal coordination environment.  

The magnetic moments for any geometry in case of Cu(II) is generally about 1.8 B.M. which is very close to 

spin–only value i.e. 1.73 B.M. The observed values in our case are very close to the spin–only values(Table 1) 

expected for S = ½ system (1.73 B.M.) which lead to a path to conclude that metal center in synthesized 

complexes posses five coordination number with of one unpaired electron responsible for S = ½ system [42, 43]. 

3.1.3 Thermal analysis 

Compositional difference and associated water molecules of the complexes are determine using thermal 

gravimetric analyses of the complexes in N2 atmosphere using 5000/2960 SDTA, TA instrument (USA) 

operating at a heating rate of 10 oC per minute in the range of 20–800 °C. The TGA data indicate that all of the 

complexes decompose in three steps [44]. The clear interpretation made from the TGA curve shows that loss 

occurring during first step i.e. 50–120 oC is due to loss of to five molecules of water of crystallization, whereas 

weight loss during second step i.e. 180–420 oC corresponds to loss of neutral ligand and the loss of weight 

during final step i.e. 440–690 oC is due to the loss of ofloxacin leaving behind the CuO as a residue. Suggested 

structure of complexes from above analytical facts is as shown in given Figure 1. 

 
Figure 1: Structure of the title complex [Cu(L)(A1)Cl].5H2O. 
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3.1.4 GC– Mass spectra 

Mass spectra of the complexes were obtained using methanol as a solvent with concentration (1 mg/mL). The 

injecting temperature was maintained at 200 oC. The oven temperature was maintain at 200 oC and was 

programmed at heating rate of 20 oC min-1 and final temperature of oven was 350 oC. The mass spectrum of the 

complex 1 is shown in Figure 2. Obtained spectra in this mode did not show a molecular ion [M+] at m/z= 655 

[45]. The highest peak was observed at m/z= 245 followed by a peak at m/z= 217. Several other peak at m/z= 

205, 170, 107 and 78 were observed from the fragments from pyridine-2-carboxaldehyde.  

 
Figure 2: GCMS of [Cu(L)(A1)Cl].5H2O using methanol as a solvent at 200 oC injecting and oven temperature at 

a heating rate of 20 oC per min. 

3.2 Biological impact of complexes 

3.2.1 Test of complex against microorganism 

The complexes were screened for in vitro activity against three Gram(-ve) i.e.  S. marcescens, E. coli and P. 

aeruginosa and two Gram(+ve) i.e. S. aureus, B. subtilis microorganisms using MIC method, Table 3 comprise of 

the MIC data. Neutral bidentate ligands exhibit a little antimicrobial activity. It is clear from the data that the 

complexation of drug and ligand with metal make a far difference in the antibacterial activity. In case of B. 

subtilis, complex–4 has highest potency among all complexes and active compare to gatifloxacin, norfloxacin, 

enrofloxacin and pefloxacin. In case of S. aureus complex–1, 4 and 5 were active compare to all standard drugs. 

Similarly for the case of S. marcescens complex–5, 6, 7 and 8 were active. Complexes–1, 6, 7 and 8 were active 

against P. aeruginosa. Again complexes–6, 7 and 8 were found active against E. Coli. Out of all the complexes, 

complex–2 has lower potency compare to tested standard drugs. 

Table 3: MIC data of the compounds (µM) 

Compounds 
Gram positive Gram negative 

S. aureus B. subtilis S. marcescens P. aeruginosa E. coli 

CuCl2·2H2O 2698.00 2815.00 2756.00 2404.00 3402.00 

Ciprofloxacin 1.6 1.1 1.6 1.4 1.4 

Gatifloxacin 5.1 4.0 2.9 1.0 2.9 

Norfloxacin 2.5 2.5 4.1 3.8 2.8 

Enrofloxacin 1.9 3.9 1.7 1.4 1.4 

Pefloxacin 2.1 2.4 5.1 5.7 2.7 
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Levofloxacin 1.7 2.2 1.7 1.7 1.0 

Sparfloxacin 1.3 2.0 1.5 1.5 1.3 

Ofloxacin 1.9 1.4 1.7 2.2 1.4 

A1 3821.0 3414.0 3333.0 2902.0 3739.0 

A2 3212.0 3271.0 3212.0 3183.0 3154.0 

A3 >10000.0 >10000.0 >10000.0 >10000.0 >10000.0 

A4 130.0 250.0 506.0 154.0 129.0 

A5 194.0 169.0 272.0 255.0 278.0 

A6 631.0 670.0 604.0 725.0 758.0 

A7 829.0 733.0 771.0 738.0 762.0 

A8 578.0 631.0 609.0 658.0 591.0 

1 0.9 3.5 2.6 0.9 3.5 

2 11.4 12.3 14.0 13.1 7.0 

3 4.3 12.1 17.3 13.8 1.2 

4 0.9 2.2 1.8 3.5 1.8 

5 0.8 2.9 0.8 1.3 1.3 

6 4.7 4.5 0.2 0.2 0.2 

7 7.4 8.3 1.2 0.7 0.2 

8 6.2 5.2 0.7 0.6 0.2 

The overall conclusion from the MIC data can be made that the planarity of the bidentate ligand is responsible 

for more profound effect. This increase in biocidal activity may be due to light of Overtone’s concept [36], 

chelation theory [46] or may be due to the effect of the metal ion on the normal cell process. 

 

3.2.2 Complex DNA interaction 

3.2.2.1 Absorption titration 

Absorption titration methodology is extensively used to determine the binding affinity of coordination 

compounds toward DNA. The basic principle of methodology is the change in spectral transition of central 

metal ion of coordination compounds on interaction with DNA. Due to varying concentration ratio of complex 

and DNA there occurs a fractional changes in absorbance of complexes and a titration curve is generated as a 

function of DNA concentration. With increase in DNA to complex ratio hypochromism and a red shift is 

observed in UV region, indicates coordination through N7 position of guanine (Figure 3). The extent of 

hypochromism also reveals nature of binding affinity and the hypochromism observed for this complex implies 

that it does not intercalate with DNA base pairs. Titration curves exhibiting red shift lead to path of decision 

covalent/coordinate linkage. The extent of the binding strength of complexes is quantitatively determined by 

measuring the intrinsic binding constants Kb of the complexes by monitoring the changes of absorbance at 274 

nm with varying concentration of DNA. From the plot of [DNA]/(εa–εf) vs. [DNA], (Inset figure 3) the Kb value 

of complexes were determine and were found in the power of four (Table 4). Which is much lower than the Kb 

value of classical intercalations (ethidium bromide) thus there is a possibility of intercalation in the complexes. 

Also, these values are closely comparable to some known complexes exhibiting covalent mode of binding [47], 

which also suggest that copper(II) ion prefers to bind to the N7 position of guanine [48, 49]. Therefore, the 
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above results indicate that complexes may first bind with the phosphate group of DNA, neutralize the negative 

charge of DNA phosphate group, and cause the contraction and conformational change of DNA. 

 
Figure 3: Electronic absorption spectra of [Cu(L)(A1)Cl].5H2O in absence and in presence of increasing amount 

of DNA; a, 0 µM; d –g, 5-30 µM in phosphate buffer(Na2HPO4 /NaH2PO4, pH 7.2), [complex]= 3µM, [DNA]= 0 –  

30 µM with incubation period of 30 min. at 37 oC, Inset: Plot of [DNA]/(εa– εf) vs. [DNA]. Arrow shows the 

absorbance change upon increasing DNA concentrations. 

 

Table 4: Binding constants (Kb) of Cu(II) complexes with DNA in Phosphate buffer pH 7.2 

Complexes Kb (M-1) 

[Cu(L)(A1)Cl].5H2O (1) 0.846 x 104 

[Cu(L)(A2)Cl].5H2O (2) 8.00 x 104 

[Cu(L)(A3)Cl].5H2O (3) 6.66 x 104 

[Cu(L)(A4)Cl].5H2O (4) 2.00 x 105 

[Cu(L)(A5)Cl].5H2O (5) 1.00 x 104 

[Cu(L)(A6)Cl].5H2O (6) 2.33 x 104 

[Cu(L)(A7)Cl].5H2O (7) 4.22 x 104 

[Cu(L)(A8)Cl].5H2O (8) 6.74 x 104 

 

3.2.2.2 Viscosity measurement 

In absence of crystallographic study it is found that relative viscosity measurement study is the most critical 

tests for exploding the interaction properties between the complexes and the DNA in solution state. In order to 

determine the said one, relative viscosity is measured by varying the concentrations of added complexes and 

results are interpreted from the plot of [η/η0]1/3 versus [Complex]/[DNA] ratio; presented in Figure 4. Figure 

shows that the binding ability of classical intercalator ethidium bromide is more compare to all complexes.  
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Figure 4: Effect on relative viscosity of DNA under the influence of increasing amount of complexes at 27±0.1 
oC in phosphate buffer (Na2HPO4 /NaH2PO4, pH 7.2), as a medium.  

But among all complexes, complex–7 exhibit intense effect on relative viscosity of DNA compare to other 

classical intercalator reported herein. Photophysical experiments provide necessary but not sufficient clues to 

support a binding mode. The increase in DNA viscosity observed in the complexes which is different from the 

interaction of ∆–[Ru(phen)3]2+ with DNA [30, 50] suggest a classical intercalative mode [51] and/or covalent 

binding with DNA. 

 

3.2.2.3 DNA cleavage study 

DNA cleavage accelerated by transition metal complexes is the center of interest [52, 53]. Figure 5 shows the 

electrophoresis separation of pUC19 DNA reacted upon complexes under aerobic condition.  
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Figure 5: Photogenic view of interaction of pUC19 DNA (300 µg/mL) with series of copper(II) complexes (200 

µM) using 1% agarose gel containing 0.5 µg/mL ethidium bromide. All reactions were incubated in TE buffer 

(pH 8) in a final volume of 15 µL, for 3 h. at 37 oC.  : Lane 1, DNA control; Lane 2, CuCl2·2H2O; Lane 3, 

Ofloxacin; Lane 4, [Cu(L)(A1)Cl].5H2O; Lane 5, [Cu(L)(A2)Cl].5H2O; Lane 6, [Cu(L)(A3)Cl].5H2O; Lane 7, 

[Cu(L)(A4)Cl].5H2O; Lane 8, [Cu(L)(A5)Cl].5H2O; Lane 9, [Cu(L)(A6)Cl].5H2O; Lane 10, [Cu(L)(A7)Cl].5H2O; 

Lane 11, [Cu(L)(A8)Cl].5H2O. 

 

When the plasmid DNA was subjected to electrophoresis upon reaction with complexes the fastest migration 

was observed for super coiled (SC) Form I, the slowest moving open circular (OC) form (Form II) will produce 

upon relaxing of SC, the intermediate moving is the linear form (Form III) generated on cleavage of circular 

form. The data of the cleavage are presented in Table 5. The different DNA-cleavage efficiency of the 

complexes was due to the difference in binding affinity of the complexes to DNA. 

 

Table 5: Gel eletrophoretic data for DNA cleavage study 

Lane No. Compound Form I Form II Form III 

1 Control 100 - - 

2 CuCl2·2H2O 83 17 - 
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3 Ofloxacin 75 14 11 

4 [Cu(L)(A1)Cl].5H2O (1) 74 16 10 

5 [Cu(L)(A2)Cl].5H2O (2) 72 14 14 

6 [Cu(L)(A3)Cl].5H2O (3) 64 20 16 

7 [Cu(L)(A4)Cl].5H2O (4) 68 20 12 

8 [Cu(L)(A5)Cl].5H2O (5) 70 14 16 

9 [Cu(L)(A6)Cl].5H2O (6) 71 15 14 

10 [Cu(L)(A7)Cl].5H2O (7) 73 15 12 

11 [Cu(L)(A8)Cl].5H2O (8) 70 14 16 

 

3.2.2.4 SOD–like activity 

The system used as a source of superoxide radical generator was NBT/ NADH/PMS system in order to check 

SOD like activity of the synthesized complexes. Absorbance at a function of time was plotted to have a straight 

line obeying equation Y = mX + C(Figure 6); with increase in concentration of tested complexes deterioration 

in slope (m) is observed. Figure 7 shows percentage inhibition of the reduction of nitro blue tetrazolium (NBT) 

plotted against the concentration of the complex–1. Compounds exhibit SOD–like activity at biological pH 

with their IC50 values ranging from 0.425 to 1.305 µM. The superoxide scavenging data (Table 6) suggest that all 

the complexes are active compare to the complexes reported by Chao et al. [54] but in comparisons to the 

complexes reported by Casanova et al. complexes–4, 6 and 7 were found even more active [55]. The higher IC50 

can only be accredited to the vacant coordination which facilitates the binding of superoxide anion, electrons 

of aromatic ligands that stabilize Cu–O2•ˉ interaction and not only to the partial dissociation of complex in 

solution.  

 
Figure 6: Absorbance values(Abs560) as a function of time (t) plotted for varying concentration of complex 1 

from 0.25 µM to 3 µM for which a good straight line are observed. 
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Figure 7: Plot of percentage of inhibiting NBT reduction with an increase in the concentration of complex 1. 

 

 

Table 6: The IC50 values taken from reports on SOD-like activities of copper(II) complexes 

Complexes IC50 (µM) References 

[Cu(L)(A1)Cl].5H2O (1) 1.305 This work 

[Cu(L)(A2)Cl].5H2O (2) 1.305 This work 

[Cu(L)(A3)Cl].5H2O (3) 1.015 This work 

[Cu(L)(A4)Cl].5H2O (4) 0.500 This work 

[Cu(L)(A5)Cl].5H2O (5) 0.900 This work 

[Cu(L)(A6)Cl].5H2O (6) 0.425 This work 

[Cu(L)(A7)Cl].5H2O (7) 0.625 This work 

[Cu(L)(A8)Cl].5H2O (8) 1.000 This work 

[Cu(stz)(py)3Cl] 1.310 54 

[Cu(Hstz)(MeOH)Cl2] 2.510 54 

[Cu(Hstz)(MeOH)Cl2] 5.170 55 

[Cu(stz)2(4,4-dmHim)2] 0.742 55 

[Cu(stz)2(1,2-dmHim)2] 1.03 55 

[Cu(stz)2(4-mHim)2] 0.586 55 
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4 Conclusions 

Here in this work group we have prepared 8 different Cu(II) metallointercalators with different NN donor 

ligands and ofloxacin as a uninegative bidentate ligand. From the MIC technique it is clear that the complexes 

derived from phenanthroline derivatives are more active against tested specie compare to the complexes 

derived from A1, A2 & A3. Relative viscosity curve reveals that the complex 6, 7 & 8 bind to DNA more strongly 

via classical intercalative mode compare to other, which is further supported by the data from absorption 

titration where it is clear that the binding constant kb for complexes 6, 7 & 8 is more compare to rest of 

complexes. DNA cleavage study result shows that the cleavage ability of all the complexes is in good 

accordance with the ability of drug. 0.415–1.305 µM concentration of complexes is enough to inhibit the 

reduction rate of NBT by 50% (IC50) in NBT/NADH/PMS system. The results from the Table 6 again shows that 

complex 6, 7 & 8 posses higher SOD mimic activity compare to other. Thus from above all study it can be 

concluded that the presence of planer heterocyclic ligand in Cu(II) drug based mixed ligand complex increases 

the interaction of complexes in biological system. Our group is currently examining a range of biological 

interactions that these metallointercalators may undergo inside the cell to better understand their biochemistry 

and mechanism of action. 
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